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Abstract

A debate among practicing managers is whether to use cooperative or com-
petitive incentives for team production. While competitive incentives may drive
individual effort higher, they may also lead to less help and more sabotage; an
issue exacerbated when team members’ abilities are varied. Using a lab exper-
iment, we examine how increasing competitive incentives affects performance as
team composition changes. We find that competitive incentives generally under-
perform noncompetitive incentives and a larger bonus does not generate enough
effort to compensate for a loss in help. Our results help understand better how to
balance out individual versus team rewards and how firms could structure teams
when employees have heterogeneous abilities.
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1 Introduction

Many tasks are best handled by a team.1 The success of a team often relies on cooperation

among team members such as when one member of the team helps another by sharing

knowledge or takes on part of a teammate’s task (Lazear and Shaw, 2007). Such cooper-

ation is often fostered by team incentives, with some portion of pay based on collective

output.2 While team-based incentives may promote cooperation, they may also dampen

individual effort due to free-riding concerns. The alternative approach to motivating em-

ployees, advocated by the likes of Jack Welch, argues that competition among employees

and appropriate rank-based rewards are the best way to motivate workers and drive the

organization toward constant improvement.3 Competitive mechanisms, however, may di-

minish the willingness of individuals to help others, and may even incentivize intra-team

sabotage4, leading to potentially lower total output.5 The question of whether rank-based

reward mechanisms lead to increased or decreased production in a team setting have been
1The number of organizations utilizing teamwork has been growing since the 1980s (Lazear and Shaw,

2007). Between 1987 and 1999, the percentage of firms with at least 20% of employees working in teams
increased from 37 to 61% (Lawler, Mohrman and Benson, 2001).

2Following the notion from Alchian and Demsetz (1972) that team production can be modeled as a
public good problem, Dickinson and Isaac (1998) examine how absolute versus relative individual rewards
affect contributions to a team when revenue sharing is present and the individuals are heterogeneous.
Likewise, Lawler, Mohrman and Benson (2001) report some level of “gainsharing” in 53% of surveyed
firms, indicating this is a common practice.

3“Jack Welch: ‘Rank-and-Yank’? That’s Not How It’s Done, ”The
Wall Street Journal, November 14, 2013, https://www.wsj.com/articles/
8216rankandyank8217-that8217s-not-how-it8217s-done-1384473281.

4Even though sabotage has been more broadly defined (Charness and Levine, 2004; Hollinger and
Clark, 1983), in a contest setting, it is an act that reduces a rival’s likelihood of winning and may entail
actions such as, reducing the output of one’s opponent, denying access to resources, withholding of infor-
mation, mobbing, harassment or physical sabotage (Münster, 2007; Gürtler, Münster and Nieken, 2013).
For summary articles, see Chowdhury and Gürtler (2015) and Dechenaux, Kovenock and Sheremeta
(2015), chap. 6.1.

5Sabotage in contests was introduced theoretically by Shubik (1954), Dye (1984), Nalebuff and Stiglitz
(1983), and Lazear (1989). Using a Lazear and Rosen (1981) rank-order tournament, Lazear (1989)
highlights sabotage among fellow workers as a key concern for this incentive mechanism. He makes
explicit the theoretical tradeoff between efficiency and sabotage, and models “negative sabotage”, that
is, helping behavior. Empirical research that tests theories on sabotage typically relies on data from
field or laboratory experiments (Garicano and Palacios-Huerta, 2005; del Corral, Prieto-Rodriguez and
Simmons, 2010; Carpenter, Matthews and Schirm, 2010; Deutscher et al., 2013; Balafoutas, Lindner and
Sutter, 2012; Harbring and Irlenbusch, 2008, 2011); by and large, these empirical studies confirm the
above theories.
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much debated in many large organizations over the past few decades, and while the rank-

ing mechanisms may be on the decline, which approach corporations should adopt has

yet to be settled. For example, while Microsoft recently decided to scrap their rank-order

system, Yahoo! announced they were implementing one.6 Given the relevant implications

of these compensation issues, a more complete understanding of how they actually affect

employee behavior is warranted.

Evaluating these claims and determining the effectiveness of rank-based mechanisms

is vital to unlocking team dynamics and ultimately in resolving questions regarding how

employers might want to assemble their workers into teams. The dual incentive problem

that firms face in trying to incentivize team production—incentivizing individual effort

while also trying to encourage cooperation—becomes even more complicated once the

realistic assumption of worker heterogeneity is considered. This is because workers of

varying ability may respond to these rank-based mechanisms differently and their re-

sponse may also differ based on the composition of their team. This makes determining

the effectiveness of payment schemes more difficult and compounds the problem by in-

troducing a new puzzle regarding the optimal way to compose teams. The issue is no

longer one related only to incentives, but now involves a question of whether it is best to

construct homogeneous or heterogeneous teams where the answer very likely depends on

the nature of the task and the rank-based reward system.

Our goal in this paper is to assess the validity of the competing claims regarding

the effect of competitive incentives on individual effort and helping behavior in a team

production setting with heterogeneous agents, and to determine what those results suggest

about the optimal structure of teams. Exploring these questions using field data would be
6“Microsoft Ditches the Stack Ranking System. Yahoo! Lays off 600 because of It,” InfoQ,

November 16, 2013, https://www.infoq.com/news/2013/11/stack-ranking-microsoft-yahoo;
“‘Because Marissa Said So’ – Yahoo’s Bristle at Mayer’s QPR Ranking System and
‘Silent Layoffs,”’ All Things D, November 8, 2013, http://allthingsd.com/20131108/
because-marissa-said-so-yahoos-bristle-at-mayers-new-qpr-ranking-system-and-silent-layoffs/;
“Microsoft axes its controversial employee-ranking system,” The Verge, November 12, 2013, https://
www.theverge.com/2013/11/12/5094864/microsoft-kills-stack-ranking-internal-structure.
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difficult because such data rarely contains information on effort and abilities, and is almost

guaranteed to omit information on behaviors involving help and sabotage. Further, the

endogeneity of team construction and design of the compensation mechanism would make

it difficult to identify causal relationships. We will, therefore, investigate these questions

through the use of controlled laboratory experiments guided by a theoretical model of the

underlying incentives.

To highlight the basic questions, it is worth discussing the competing schools of

thought in more detail to understand the essential elements of their claims and what

evidence might exist for or against these claims. Fundamentally, the two sides of this

debate make conflicting claims regarding how workers might react to different incentive

schemes in regard to both their individual effort and their tendencies to help fellow co-

workers. Those who believe strongly in the importance of competitive incentives are

implicitly claiming that such incentives lead to large increases in individual effort, but do

not significantly reduce helping behaviors or at least do not lead to such a large reduction

that overall productivity is harmed. The group who believes that competitive incentives

damage teamwork and impair overall productivity are essentially claiming the opposite

which is that while the competitive incentives might or might not increase individual ef-

fort, those incentives will ruin the willingness of co-workers to help each other and could

even lead to acts of sabotage.7 This viewpoint will usually come with an optimistic view

of the ability of people to cooperate with each other as well.

One of the reasons that neither viewpoint has achieved dominance is that there is

substantial prior evidence favoring the core arguments from both. For example, there

is a long literature examining behavior in tournaments and contests, and the most com-

mon result found in that literature is that competitive incentives drive individuals to

exert substantially more effort than predicted in a standard model (see, e.g., a review by
7See, e.g., “Companies Revisit ‘Rank And Yank’ of 1980s,” NPR, December 2, 2013, https://

www.npr.org/2013/12/02/248151316/companies-revisit-1980s-rank-and-yank, and “Why Stack
Ranking Is a Terrible Way To Motivate Employees,” Business Insider, November 15, 2013, https:
//www.businessinsider.com/stack-ranking-employees-is-a-bad-idea-2013-11.
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Dechenaux, Kovenock and Sheremeta, 2015). These results lend credence to the use of

competitive incentives in the field. On the other hand, there is also a very long literature

showing that individuals are much better at cooperating than one would expect given

the predictions from a standard model (see, e.g., Ledyard, 1995). This literature showing

that individuals will often contribute much more than expected in a public goods setting

suggests that in corporate team production settings, teammates may also be able to solve

the cooperation problems and, therefore, generate high output without the need for the

competitive incentives. These base studies on behavior in contests and public goods envi-

ronments do not, however, provide clear answers to the question of how the competitive

incentives affect cooperative behavior because in most of these prior studies the two issues

are examined separately. What remains largely unexplored is if these behavioral devi-

ations will exist when both incentives mechanisms are present and agents vary in their

ability.

There are a few prior studies which examine more directly the effect of competition on

cooperation. Buser and Dreber (2016) examine the issue in a setting where participants

either compete for a prize or engage in piece-rate work prior to playing a public goods

game. That study finds that people do tend to cooperate less after they have competed

with each other. These findings do not seem conclusive, though, due to the fact that

the study finds similar results when the prize is allocated purely randomly rather than

through a competition. This suggests the lack of cooperation in the public goods game

may simply be due to unequal endowments rather than the experience of competition,

as has been found in other studies (Heap, Ramalingam and Stoddard, 2016). Drago

and Garvey (1998) suggest that helping effort is reduced when incentives in promotion

tournaments are strong. A similar finding is shown by Brown and Heywood (2009), using

a survey of finance industry employees. Hamilton, Nickerson and Owan (2003) provide

indirect evidence that high-ability subjects were willing to help low ability subjects at a

garment factory when the incentives are switched from individual- to team-based. In a
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somewhat similar study, Johnson and Salmon (2016) examine heterogeneity and sabotage,

but sabotage occurs via a post-tournament choice, not simultaneously to taking the effort

decision.

To the best of our knowledge, Danilov, Harbring and Irlenbusch (2019) is the only

other paper analyzing help and sabotage in a team production setting involving a combi-

nation of cooperative and competitive incentives. While the overall theme of their study

is similar to ours, the two studies address different sets of research questions that call for

significant differences in modeling and experimental design. Danilov, Harbring and Irlen-

busch (2019) constructed a model of team production using a variation of a Lazear-Rosen

tournament with symmetric agents. Their main interest was to test the model predictions

in an experiment, which they carefully implemented with a one-shot incentivized decision

preceded by an extensive training phase to ensure subjects understand the environment

well. Indeed, Danilov, Harbring and Irlenbusch (2019) presents an experiment well de-

signed to address their questions and find a good agreement between theory and observed

behavior. In contrast, our focus is on understanding the behavior of heterogeneous agents

and group composition effects. We are also interested in behavioral deviations from stan-

dard theory—mainly excessive competitiveness and/or cooperativeness—and in how those

deviations develop over time in an organization-like setting with repeated interactions and

feedback. To this end, we constructed a model based on a Tullock contest with asym-

metric productivities. In the experiment, we use multiple decision rounds with partner

matching and allow for help and sabotage to be type-dependent and allocated separately

towards individual team members. Thus, our interest – and the contribution of this paper

– is in taking the examination of these issues further by investigating teams with vari-

ous compositions of heterogeneous workers and trying to identify systematic deviations

from the standard theoretical predictions that will provide a deeper understanding of this

behavior.8
8Literature that theoretically investigates heterogeneous agents in tournaments has found diverging

results on the effect of heterogeneity on behavior. Chen (2003) and Münster (2007) investigate heteroge-
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To begin to understand how heterogeneity complicates these issues, consider a het-

erogeneous team composed of one member whose ability is far superior to that of her

teammates. Relative to a purely team-based incentive scheme, the introduction of a com-

petitive bonus may not actually induce the better player to exert much higher effort if

she expects to easily win the competition anyway. Even though the incentive may not

induce higher effort, because she knows she faces very little competition for this prize,

she may still help her less productive co-workers to keep team production high and secure

higher team-level payments. Additionally, if her less productive teammates expect little

chance of winning the bonus, it might also be the case that they too will not increase

their effort, but this also implies that their willingness to help others is not diminished.

If a manager wishes to increase the competitiveness of the environment, she may reassign

workers so that the team includes multiple strong members. With this new configuration,

introducing tournament incentives could yield a very different impact. The effort of the

high-ability team members could increase substantially as each strives to win the prize,

but they may no longer be willing to spend the time to help others as it could improve the

competitiveness of others which indirectly decreases their own chance of winning. At the

extreme, when all members of a team are of similar abilities, the addition of a competitive

prize may actually lead to team members sabotaging each other. Of course the firm does

not want to encourage such behavior, but more important to the firm is the total effect.

Reductions in help resulting from more competitive settings may be optimal if they are

more than offset by increases in effort.

What these few examples make clear is that when teams are comprised of workers

of heterogeneous ability, their potential responses to the introduction of a competitive

element are quite complicated and are potentially driven by a range of conflicting mo-

neous agents, who compete against each other for an outside reward. They find that high ability workers
are more likely to attract sabotage. By contrast, Kräkel (2005a) finds that an underdog is more likely
to choose help than a favorite, whereas a favorite is more likely to choose sabotage than an underdog.
These basic predictions were supported in subsequent experiments (Harbring et al., 2007; Vandegrift and
Yavas, 2010; Charness, Masclet and Villeval, 2014); yet, in all these papers, helping behavior is usually
ignored or treated as “negative sabotage”, which disregards behavioral aspects.
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tives. Depending on how different motivations balance out, it may lead to firm managers

preferring to try to form relatively homogenous teams, as this may maximize the effect

of bonuses on individual effort. The firm may also wish to form heterogeneous teams, as

this may better preserve the willingness of teammates to cooperate with each other. It is

also possible that the optimal team configuration could depend on the level of competitive

incentives.

To investigate these issues, we start by presenting a theoretical model of decision mak-

ing for workers in a team where output is rewarded by a combination of team-based and

competitive incentives. Workers are heterogeneous in their productivity (in the experi-

ment, we restrict heterogeneity to having only two types) and are able to exert individual

effort as well as help or sabotage other team members. Our main interest is in under-

standing if the competitiveness of the setting leads to levels of effort and help/sabotage

that differ from money-maximizing behavior and if these deviations support either of the

two competing schools of thought on corporate compensation. The theoretical predictions

provide a baseline for money-maximizing behavior, while the experiment is designed to

isolate the relevant areas of the broader debate and allows causal identification of how

incentives and team composition affect behavior. Specifically, in the experiment, we ex-

amine how behavior changes as we vary the proportion of high and low ability workers on a

team and how behavior changes as we increase the strength of the competitive incentives.

Our results largely support the comparative static predictions from the theory: if

incentives are given for cooperative behavior, cooperation increases and individual effort

decreases, but when competitive incentives are used, cooperation decreases and individ-

ual effort increases. This is in line with findings from Danilov, Harbring and Irlenbusch

(2019). However, counter to Danilov, Harbring and Irlenbusch (2019) our point predic-

tions are rarely supported and we identify behavioral deviations from the theory that

mostly comport with the noncompetitive school of thought. This has implications for

heterogeneous teams and team formation. Specifically, we find that teams with an equal
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number of agents of each ability level perform weakly better than any other combination

of different ability levels. Exploring why this result exists, we find that output is never

above theoretical predictions. Instead, competitive incentives lead to larger negative de-

viations in total output than noncompetitive incentives. In other words, considering the

effect of ratcheting up competition as leading to substitution of effort for help, we observe

that, contrary to the predictions of the competitive school, this substitution is at most

one-to-one, and in many cases it is lower.

Decomposing further the individual effects of effort and help on output, we show that

in the pure revenue sharing scheme—in the absence of competitive incentives—subjects

cooperate more than predicted by providing effort above the individually optimal levels.

This offsets deviations in helping behavior that is a bit lower than predicted. With moder-

ate competitive incentives, average effort is just a little above the theoretical predictions

(but not as much as in the noncompetitive scheme) and helping behavior is virtually

wiped out. Under strong competitive incentives, individual effort is below predicted, but

we also see that sabotage is not quite as high as predicted. This highlights an additional

regularity—that helping and sabotaging others is not as sensitive to incentives as is own

effort—that is deserving of further attention.

Even though we find the competitive school is generally not supported, our experi-

ment generates a complex set of findings, and potentially explains why both schools still

survive: There simply is not a one-size-fits-all recipe for how to balance competitive and

noncompetitive incentives. Understanding the strengths and weaknesses of both may

help guide where one might or might not consider using each type of incentives in a team

production setting.

The rest of the paper is organized as follows. Section 2 presents the theoretical model

while Section 3 presents the experimental design and our parameter selection. The results

are presented in Section 4, and Section 5 concludes.
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2 Model

In this section we present a model that provides a set of predictions regarding how indi-

viduals will behave when competitive incentives are introduced into a team production

setting. Consistent with our issues of interest, the model allows for heterogeneity in abil-

ity of team members and for team members to choose to devote their energy toward

individual effort, helping another teammate or sabotaging another teammate. There are

many different assumptions one can make in constructing such a model that will affect its

predictions regarding effort, help and sabotage levels, and how helping behavior occurs

between agents of various types.

Our goal is not to produce a general model which is calibrated on any specific set-

ting. Rather, what we need from the model is a flexible and straightforward method

of providing a set of baseline predictions regarding behavior in an environment which is

amenable to conducting experiments. The model we present was constructed with this

goal in mind, noting that our interest in the end will be mostly in examining the data

for systematic patterns regarding how individuals alter their behavior as we increase the

relative magnitude of competitive incentives and change the ability composition of the

team.

Our model is a variation of several existing models of help and sabotage in teams em-

ploying homogeneous (Garvey and Swan, 1992; Danilov, Harbring and Irlenbusch, 2019)

and heterogeneous (Kräkel, 2005b; Gürtler and Münster, 2013) agents.9

Consider a team consisting of n ≥ 2 risk-neutral agents indexed by i ∈ {1, . . . , n}

and characterized by (possibly heterogeneous) ability parameters γi > 0. Each agent i

chooses effort xi ∈ IR+ associated with a strictly convex, increasing cost function c(xi). In

addition, agent i chooses, for every agent j ̸= i in the team, the level of effort-modifying
9The main difference between these model and ours is in that they model the tournament component

of the incentives à la Lazear and Rosen (1981) whereas we employ a lottery contest success function of
Tullock (1980). Ultimately, both are a form of a noisy winner determination process. One advantage of
our model is that it allows for a flexible closed-form solution for heterogeneous agents.

10



activity kij ∈ IR, where kij > (<)0 corresponds to agent i helping (sabotaging) agent

j. Help and sabotage are associated with a strictly convex cost function s(kij), which is

increasing (decreasing) for kij > (<)0. The output of agent i is given by

yi = γi max{0, xi +
∑
j ̸=i

kji}, (1)

Equation (1) ensures that output cannot be negative for any levels of sabotage. In the

experiment, we choose parameters so that in equilibrium the constraints xi ≥ 0 and yi ≥ 0

are not binding.

Note that due to the specification of help in our model, a transfer of helping effort kij

from agent i to agent j is augmented by j’s productivity parameter γj. This implies that

help directed to the types with the higher ability parameter is more effective than help

directed to types with lower ability parameters, independently on the ability parameter

of the type exerting the help. This is certainly one of many possible ways help can op-

erate. Think, for example, of a team of lawyers, in which senior lawyers are responsible

for strategic decisions while junior lawyers help them with mundane tasks, such as sum-

marizing precedents. In this case, the junior lawyers helping the senior ones is the most

efficient way to increase productivity of the firm.

Team incentives without competition

Every team member receives a piece rate r per unit of total team output Y =
∑n

i=1 yi.

For simplicity, suppose that effort and effort-modifying activities have the same cost, and

both cost functions are quadratic: c(xi) =
1
2α
x2
i and s(kij) =

1
2α
k2
ij.10 Note that kij can be

positive or negative, but s(kij) is increasing in |kij|. This gives agent i’s utility (payoff)

in the form

πi = rY − x2
i

2α
−
∑
j ̸=i

k2
ij

2α
.

10Parameter α > 0 can be subsumed in γi and is redundant for modeling, but it will be helpful in
calibrating the experiment. We decided to implement the same cost structures for effort and for help for
expositional convenience and ease of understanding for subjects in the experiment.

11



Maximizing πi with respect to xi and kij (for each j ̸= i), obtain

x∗
i (0) = rαγi, k∗

ij(0) = rαγj.

These levels of effort and effort-modifying activities constitute the unique Nash equilib-

rium (NE) in dominant strategies.

Team incentives with competition for a bonus

We will now introduce an intra-team contest. We assume that there is a manager

who imperfectly observes individual output levels yi and rewards the agent whose output

is perceived as the highest with a bonus V ≥ 0. We model the winner determination

process using the Tullock/lottery contest success function (CSF) whereby the probability

for agent i’s output to be perceived as the highest is yi∑n
j=1 yj

. In this setting, agent i’s

expected payoff function is

πi =
V yi∑n
j=1 yj

+ rY − x2
i

2α
−
∑
j ̸=i

k2
ij

2α
. (2)

In order to find the equilibrium, consider the system of first-order conditions for effort

and help/sabotage levels, assuming interior solutions:11

V γi
∑

m ̸=i ym

(
∑n

m=1 ym)
2
+ rγi =

xi

α
, xi ≥ 0; (3)

− V yiγj
(
∑n

m=1 ym)
2
+ rγj =

kij
α
, j ̸= i. (4)

Equations (3) and (4) can be manipulated to obtain a closed-form solution. Expressing
11In the experiment, we choose parameters so that the interior solution to first-order conditions indeed

provides best responses in each case.
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xi from (3) and kji from (4), obtain individual outputs,

yi = γi

(
xi +

∑
j ̸=i

kji

)

= αγi

(
V (Y − yi)

Y 2
+ rγi −

V (Y − yi)

Y 2
+ (n− 1)rγi

)
= nrαγ2

i , (5)

and aggregate team output: Y ∗ = αrn
∑n

i=1 γ
2
i . Plugging this expression and (5) into (3)

and (4), obtain

x∗
i (V ) = γi

[
rα +

V
∑

m ̸=i γ
2
m

rn(
∑n

m=1 γ
2
m)

2

]
, k∗

ij(V ) = γj

[
rα− V γ2

i

rn(
∑n

m=1 γ
2
m)

2

]
. (6)

As seen from (6), while equilibrium effort increases with the introduction of the bonus,

help decreases so as to exactly offset the impact of the increase in effort on aggregate

output; the latter is independent of the bonus. For a sufficiently large V , help becomes

negative, i.e., it turns into sabotage. Note that, other things being equal, this turning

point is lower for higher-ability agents.

Note that the equilibrium predictions are not the social optimum. Instead, the choices

maximizing welfare are above the equilibrium predictions, since contributions yield a

payoff to all four group members, while the cost is only incurred by the contributor. This

is true for both, effort and help.

3 Experimental Design and Predictions

3.1 Overview

Sessions were conducted in November 2017 and May 2018 at the Innsbruck Econ Lab. The

experiment was computerized via z-Tree (Fischbacher, 2007), and recruitment of subjects

took place via the recruitment system hroot (Bock, Baetge and Nicklisch, 2014). Once

all subjects were checked in and seated at a computerized workstation, instructions were
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handed out and were read out loud.12 After all questions were answered, the experiment

began.

3.2 Treatments

In the experiment, we utilized two ability levels; high (H) and low (L). The ability of

each subject was exogenously assigned at the beginning, and fixed throughout the session.

Additionally, subjects were anonymously assigned into a fixed team with three others to

make a team of four. In order to fully understand the effects of team composition, we

utilized a between subjects design, where subjects were assigned into one of five potential

team composition treatments—HHHH, HHHL, HHLL, HLLL or LLLL. In a given session,

the group composition was fixed and each subject knew their own ability along with the

ability of their three teammates.

The main part of the experiment consisted of three 8-round blocks for a total of 24

rounds. The first block included only a team incentive: all team members received the

same payoff, proportional to the total team output; there was no contest incentive in this

block. The second and third blocks added on the contest incentives, and we varied the size

of the prize across these blocks, with one block using a relatively small prize, a low powered

incentive, and the other a rather large prize, to represent a high powered incentive. The

reason for using within-subject variation in the contest prize—and beginning all sessions

with the no-contest baseline—is that we wish to understand how behavior changes with

the introduction of contest incentives. Starting from a situation without contest incentives

and then adding them in represents the change we are considering when a corporation

implements a different system. To control for order effects in examining the different sizes

of contest prizes, we varied the order of the prizes. In order 1, the low powered incentive

was introduced in block 2 and the high powered in block 3; in order 2, these were reversed
12All instructions were neutrally framed. Instructions for one of the treatments are included in Ap-

pendix B.
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with the high powered incentive in block 2 and the low powered incentive in block 3.13

New instructions were handed out, and read out loud prior to each block, to introduce

and explain the changes to the incentive scheme. It was common knowledge that one

round per block was chosen randomly for payment.

In each round, all subjects made four simultaneous choices. They had to choose

how many points to allocate to their own effort and how many to allocate to modifying

their three other teammates’ effort. Individual effort could be any integer from 0 to 150,

while modifications ranged from −150 to 150.14 Each choice entailed a cost, which was

presented to subjects in a table in their instruction packet.15 After all subjects made their

choices, they were shown a results screen. On the results screen, subjects were reminded

of their own choices and were shown the average help/sabotage in their team directed at

all members, their own total effort (which is a combination of their own effort and effort

modifying choices of their team members), their output after accounting for their ability,

and the total team output. They were also reminded of the cost of each decision, the

group payment from the team output, whether they won the prize or not (in blocks 2 and

3), and their total payoff in that round should it be chosen for payment. Following the

main game, subjects’ risk preferences were elicited using the “bomb” risk elicitation task

(Crosetto and Filippin, 2013).

3.3 Parameters and Equilibrium Predictions

The goal of our experiments is to examine how behavior changes as we increase tournament

incentives and change group composition in a team production environment. We have

constructed a set of parameters which are intended to allow us to do just that. First, we
13The experiment was designed to obtain two sessions of each team composition with those two sessions

using the different orderings. In the end, we conducted 11 sessions instead of 10 initially intended because
one session configuration was accidentally used in two sessions.

14All amounts in the main part of the experiment were denominated in tokens. At the end of the
session payoffs were translated into Euros at the exchange rate 100 tokens = e 6.

15In order to ensure numeracy was not a concern, subjects had access to an on-screen calculator which
calculated hypothetical payoffs given their own choices and hypothetical choices they entered for other
members in their group. Sample screenshots are included in Appendix C.
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Table 1: Equilibrium predictions

LLLL HLLL HHLL HHHL HHHH

V = 0
xL 9.77 9.77 9.77 9.77
xH 19.53 19.53 19.53 19.53
kLL 9.77 9.77 9.77
kLH 19.53 19.53 19.53
kHL 9.77 9.77 9.77
kHH 19.53 19.53 19.53

V = 100
xL 28.52 22.01 18.77 16.87
xH 31.78 31.53 30.18 28.91
kLL 3.52 7.72 8.77
kLH 15.45 17.53 18.35
kHL 1.60 5.77 7.40
kHH 11.53 14.80 16.41

V = 500
xL 103.52 70.99 54.77 45.27
xH 80.76 79.53 72.79 66.41
kLL -21.48 -0.44 4.77
kLH -0.88 9.53 13.61
kHL -31.05 -10.23 -2.07
kHH -20.47 -4.14 3.91

yL 39.06 39.06 39.06 39.06
yH 156.25 156.25 156.25 156.25
Y 156.25 273.44 390.63 507.81 625.00
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vary the size of the prize V between the values 0, 100 and 500 to represent no competitive

incentives, moderate and then high incentives. Second, we vary the team composition

by considering all possible configurations of L and H types, in four-person teams, as

previously described. We set the ability of our workers to γL = 1 for low ability and

γH = 2 for high ability workers, the piece rate to r = 0.25 and α = 39.0625. This results

in the cost functions c(xi) = 0.0128x2
i and s(kij) = 0.0128k2

ij. With these parameters,

equations (5) and (6) lead to a set of equilibrium point predictions of behavior as displayed

in Table 1.

There are a few key elements to note about these predictions. First, total group

output, Y , increases with the number of H types in the group, yet, given a fixed group

composition, it does not vary with V. Importantly, individual effort, xi, does depend on

V, as does help/sabotage, kij. These values move in opposite directions, and exactly offset

each other in determining total output under our production function. This symmetric

offset makes it easy to examine the exact channel through which V affects output and

allows us to cleanly test the two schools of thought. Relatedly, these parameters also

allow us to cleanly examine behavioral effects from different group compositions. That is,

with a group of eight workers—four H types and four L types—divided into two groups

of any configuration, the total output is predicted to be constant, 781.25, for any value of

V (or 390.63 for each group, on average). That is, in equilibrium, all group assignments

of the eight workers are equivalent to the firm. We may, however, find that they are not

behaviorally equivalent.

A second element to note is that helping behavior is predicted to be directed mostly

towards H types rather than L types, as both H and L types help H types more than L

types in equilibrium.16 This is due to the specification of help in our model. One should

not mistake the prediction our model makes for a general claim—we take no stance on
16Prior studies examining helping behavior have found the opposite when output was determined by

a minimum effort production function (Brandts et al., 2016) or when nonmonetary benefits of help are
considered (Hamilton, Nickerson and Owan, 2003). In these studies, high ability workers tend to help
the low ability ones.
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what the “correct” relationship is; we rather want to understand how observed behavior

changes as V and team composition change, relative to some predicted level of cooperative

behavior and for that, all that is needed is to understand how helping behavior in general

may change. Our environment was constructed to induce levels of help that were high

enough to allow us to observe how they might change. Their relative sizes between types

are of no importance to our research questions.

Finally, note that for V > 0, as the number of H types increases, the effort of each

type is predicted to decrease, while help increases and sabotage is declining. This is

because team production hinges more on the H types output and thus helping an H type

leads to higher levels of team-based revenue while an increase in the number of H types

also decreases the return to providing individual effort to win the contest. Additionally,

when help is predicted to be positive, more help is predicted to be directed towards H

types, than towards L types. However, when sabotage is predicted (V = 500), L types

are predicted to receive less sabotage than H types.

Based on the values in Table 1—or equations (5) and (6)—we can construct a basic

set of testable predictions. Even though such tests could be useful in generating a first

estimate of behavior in this setting, our interest is not in simply demonstrating whether

the model works, but rather in using these theoretical benchmarks to test for systematic

behavioral deviations from the theory. We can then check if these deviations support

one of the competing schools of thought where the competitive school would predict

excess effort above the theoretical prediction when competitive incentives are used and

reductions in help in these settings would not be so severe such that total output would be

higher. The non-competitive school would predict the opposite. Because our main tests

look at deviations from theory, any null results would imply conformance with theoretical

predictions and lack of evidence in favor of either school.
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4 Results

4.1 Data and Analysis Overview

We begin with an overview of the data. Table 7 in Appendix A presents the equilibrium

predictions and observed averages in each treatment and reward scheme. While these

summary statistics are useful for gaining an initial impression of the results, we will not

conduct an exhaustive sequence of tests comparing the observed averages to theoretical

predictions. As discussed above, our approach is instead to look for patterns in deviations

from equilibrium predictions resulting from the introduction of competition and changes

in the competitive environment, including group composition.17

The key pattern to our data which will underlie all of our results is that at no (V = 0)

or moderate competitive incentives (V = 100), effort is greater than predicted by the

model, while at high competitive incentives (V = 500), it is less than predicted. For

helping behavior we find that it is never above the predictions, but at moderate incentives

helping behavior is well below predicted. At high incentives though, helping behavior does

not go as low as predicted, mostly because we observe much less sabotage than predicted.

Effort and helping behavior lead to a tradeoff in total output such that total output is

highest in the no competition case and lowest at intermediate competitive incentives. The

composition of the group impacts these effects: As the number of H types goes up, effort

increases but help decreases. These effects balance out to less of a hit on overall output

when the competition of the setting varies, but it does not lead to a better outcome when

competitive incentives are in place. These results suggest challenges for both schools of

thought regarding the effect of competitive incentives but, most notably, the competitive

school finds little support.

While the relationships demonstrated in the summary statistics are suggestive of
17For interested readers, Table 8 in Appendix A presents the observed averages with robust standard

errors that can be used to perform comparisons to theory. Also included in the Appendix are Figures 5-8
which provide a graphical summary of the data.
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our ultimate results, in the next several sections we present a more detailed regression

analysis to deal with the interdependencies in the data and to allow us to explicitly study

the deviations between the observed data and the theoretical predictions. We begin

our analysis by looking into how team composition and the size of the prize affect total

output. The overview of team composition leads naturally to questions about how the

competitiveness of the setting (i.e., increases in V and increases in the number of H types)

affects output. Following this, we present a deeper discussion of the explicit and implicit

assumptions of the two schools of thought about these components. This leads to testing

how competitiveness affects the individual components of output—effort and help—that

concludes our analysis section.

4.2 Organization of Employees into Teams

If a manager has a fixed set of employees of various abilities, she can organize them into

many different configurations. Using our experimental setting, the hypothetical exercise

we consider is how a manager should allocate individuals to teams when she needs two

teams of four members each and she has eight employees, four high and four low ability, to

allocate between both teams. This implies that the manager can organize her employees

into two teams that are Homogeneous (HHHH and LLLL), Balanced (HHLL and HHLL),

or Asymmetric (HHHL and HLLL).18 As stated in Section 3.3, our model predicts that

total output of each team composition is constant for any group configuration and for

any value of V which makes our analysis on output by group composition informative

regarding behavioral deviations.

Figure 1 shows the predicted and observed outcomes for each team composition.19

18If the assumption that a manager has equal H and L types is relaxed, the only aspect that changes
is how many team composition options a manager has. Importantly, if eight employees are present, a
manager must have at least two of each type to have a choice on group composition. For instance, if a
manager has two L types and six H types, the manager can either form one team of HHHH and one team
of HHLL or two teams of HHHL. The empirical results based on the assumption of an equal number of
each type are already informative on general behavior and thus we leave out these additional analysis for
succinctness.

19For a more complete overview, Table 9 in Appendix A presents the averages for the differences between
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From the Figure, there appears to be a difference between the Balanced team and the

others. To test this, Table 2 displays the results of random effects GLS regressions. The

dependent variable is total group output. The independent variables are binary variables

equal to one if the group is classified as Homogeneous, and equal to one if the group

is classified as Asymmetric, which implies the reference group is the Balanced group.

The first column displays results for V = 0, the second for V = 100, and the third for

V = 500.20 There are 66 groups, and output was observed 8 times per group for each size

of the prize, which leads to a total of 528 observations.

Table 2: Group output for Homogeneous, Balanced heterogeneous or Asymmetric hetero-
geneous team composition

(1) (2) (3)
V=0 V=100 V=500

Dep. var.: Y

Homogeneous −67.23 −49.93 −31.58
(67.51) (57.11) (65.36)

Asymmetric −74.88 −37.60 −89.71∗

(56.62) (53.65) (51.10)
Constant 468.48∗∗∗ 363.53∗∗∗ 414.29∗∗∗

(50.49) (42.25) (41.23)

Observations 528 528 528
Number of groups 66 66 66

Robust standard errors clustered on group level in parentheses; ∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1. ,
The Balanced teams (HHLL and HHLL) are the baseline; “Homogeneous” is a dummy which equals 1 if
the groups are HHHH or LLLL, and zero otherwise; “Asymmetric” is a dummy which equals 1 if the
groups are HHHL or HLLL and zero otherwise.

The statistically insignificant estimate of the constant term implies that for the Bal-

anced team, the observed total output does not differ from the predicted output for any
the equilibrium predictions and the observed averages by each type in each treatment and reward scheme
(Tabe 7 shows the values for the equilibrium predictions and the observed averages). Table 8 presents
even more dis-aggregated results, in that it shows the observed averages with robust standard errors that
can be used to perform comparisons to theory. Also included in the Appendix are Figures 5-8 which
provide a graphical summary of the data.

20For robustness, Tables 10 and 11 in Appendix A control for order effects and learning.
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Figure 1: Average group output for Balanced, Asymmetric and Homogeneous team com-
position
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Predicted levels are shown as empty boxes and average observed levels as filled boxes, with the error
bars representing the 95% confidence intervals. We treat each group in one block as one independent
observation, i.e., we have one observation per block in each group.
While also for the Asymmetric team composition, the predicted output is 390.63 per group on average,
the displayed prediction bar is slightly higher in this graph to take into account that we have run by
accident one additional session of HHHL.
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value of V . The statistically insignificant estimate on Homogeneous implies it is no dif-

ferent than the Balanced team composition. However post-estimation Wald tests indicate

when V = 100, output is less than the predicted level (p < 0.01). It is not significantly

different from the predicted level for V = 0 (p = 0.52) or V = 500 (p = 0.80). For the

Asymmetric team composition, deviations from output are significantly lower than in the

Balanced group composition in the V = 0 and V = 500 cases. Post-estimation Wald

tests also indicate that the observed output for the Asymmetric group is not significantly

different from the predicted level for V = 0 (p = 0.31); however, output is lower than

predicted for V = 100 (p < 0.01) and V = 500 (p < 0.01). This leads to the following

result.

Result 1 (Group composition) .

For V = 0, team composition does not lead to total output differences relative to equilibrium

predictions; for V > 0, the Balanced composition fares weakly better than Homogeneous

or Asymmetric team compositions.

This result may imply that a Balanced team composition leads to better overall in-

group interactions in terms of allowing incentives to encourage reasonable effort while not

impairing helping behavior as much as the other configurations.21 That is, it leads to

a (weakly) better overall output than unbalanced teams where all high ability types are

in one group and all low ability types in another group, or where there are asymmetric

numbers of each type in the group.

4.3 Competitiveness and Output

While the first result highlights that group organization can impact total output, this

analysis also indicates that total output does not increasingly exceed equilibrium predic-
21It may also be of interest whether some team compositions produce more volatility in output than

others. We examined the variance of aggregate output across treatments and found that output variance
is somewhat lower in Balanced team composition as compared to Homogeneous and Asymmetric team
composition, but the differences are not statistically significant.
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tions for any group composition when moving from V = 0 to V = 100, or when moving

from V = 100 to V = 500. If output is different from equilibrium, it is lower, not higher,

for larger values of V . This provides our first insight against the competitive school of

thought.

When looking into how competitive a setting is, we will focus on the size of V and the

number of H types and assume that the competitiveness of the setting is increasing in the

size of the prize and the number of H types in the group.22 The initial result of output

never being above equilibrium already serves as one strike against the competitive school.

More generally, in line with the competitive school of thought, if a competitive scheme

is beneficial, total output should be (weakly) below equilibrium when V = 0 (the setting

devoid of competition), increasing above equilibrium when moving from V = 0 to V = 100

and then increasing further when moving to V = 500. Deviations from predictions should

also be increasing in the number of H types in the group. To get a better sense of how

the latter dimension of competitiveness affects output, Figure 2 compares the predicted

to the average group output by group composition and size of the prize.

To examine behavioral effects stemming from increases in the competitiveness of the

setting due to increases in V and the number ofH types, column (1) of Table 3 displays the

results of a random effects GLS regression, where the dependent variable is the difference

in actual versus predicted total group output in every round.23 We include binary variables

for V = 100 and V = 500 and a variable accounting for the number of H types in the
22Note that our assumption that the competitiveness of the setting is increasing in the number of

H types is premised on the often stated intuition that better opponents bring out the best among the
competitors. An alternative way to frame this could be that competitiveness is an increasing function of
the number of own types. For the H types, nothing changes with this assumption. For the L types, the
assumption would be reversed. Similarly, an argument could be made, from our theoretical predictions,
that as the number of H types increases, so does the incentive to help, which is met with a decreased
incentive to provide effort. This may imply that the competitiveness works in the opposite direction in
that competitiveness of the setting is decreasing in the number of H types. Either way of stating the
influence of types on outcomes can be easily tested, but the potential for types to influence outcomes
remains a key issue we are interested in.

23When running the regression in column (1) without controlling for the number of H types, we see that
overall group output for V = 0 is not different than predicted. Yet, total output is lower than predicted
when V = 100 (p < 0.01) and when V = 500 (p = 0.041), which do not support the competitive school
of thought. Tables 12 and 13 in Appendix A control for order effects and learning.
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Figure 2: Average group output
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Predicted levels are shown as empty boxes and average observed levels as filled boxes, with the error
bars representing the 95% confidence intervals. We treat each group in one block as one independent
observation, i.e., we have one observation per block in each group.
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team, running from 0 to 4. There are 66 groups, and output was observed 24 times per

group, which leads to a total of 1,584 observations.

Table 3: Deviations from group output

(1)
Dep. var.: Y − Y ∗

V = 100 −81.71∗∗∗

(13.39)
V = 500 −47.96∗∗∗

(17.85)
number H types −24.01∗∗∗

(7.86)
Constant 58.93∗∗∗

(18.14)

Observations 1,584
Number of groups 66

Robust standard errors clustered on group level in parentheses; ∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1.
‘Number H types’ runs from 0 to 4.

From the regressions we see negative and significant estimates of the coefficients on

V = 100 and V = 500 implying that deviations from predictions in both of these settings

are below the deviations when V = 0, even after controlling for the number of H types

in the group. A post-estimation Wald test confirms that the deviation is smaller in

magnitude when V = 500 as compared to when V = 100 (p = 0.018). This confirms

what is observed in the Figure and is counter to what is argued by supporters of the

competitive school of thought.

We also find significant and negative estimate of the coefficient on the number of H

types that implies as the competitiveness of the setting increases due to changes in the

composition of the group, total deviations in output decrease. This is, once again, against

the competitive school of thought.

Result 2 (Competitiveness and total output) .
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(A) Size of V: The difference between observed and predicted total output is decreasing

when going from V = 0 to V = 100 and from V = 0 to V = 500, but is increasing when

going from V = 100 to V = 500.

(B) Number of H types: The difference between observed total output and the equilibrium

prediction is decreasing in the number of H types in the group.

This result shows that, given our production function, increases in the competitiveness

of the setting does not translate into higher overall output.

4.4 Competitiveness: Effort and Help

Taken as a whole, the results thus far provide very little support for the competitive school

of thought. Yet, although the analysis in the prior two sections provides some overview

of how behavior may differ with different levels of competitiveness, it does not directly

address the explicit and implied behavioral assumptions of the two schools of thought.

The explicit argument of those advocating for the competitive school is that a competitive

environment encourages individual effort. The experimental contest literature certainly

supports this claim,24 and shows that it usually is above what may be expected. Although

not stated explicitly, the implied assumption is that these increases in effort are not offset

by a larger decline in help. The noncompetitive school focuses on helping behavior and

explicitly claims that a cooperative environment encourages help,25 while competitive

incentives discourage it and may even encourage sabotage. The implied assumption is that

a decline in helping behavior due to more competitiveness is not met with even greater

increase in individual effort. Even though these competing claims are not stated explicitly,

the underlying notion behind both schools of thought is the degree of substitutability
24Overbidding is widely documented in experiments on lottery contests, see Sheremeta (2013) for a

review. At the same time, bidding at or below equilibrium predictions is typical for experiments utilizing
the Lazear-Rosen tournament framework (see, e.g., Bull, Schotter and Weigelt, 1987; Dutcher et al.,
2015). However, the latter environment is not directly comparable to our setting.

25See, e.g., the review by Ledyard (1995).
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between effort and help, as the competitiveness changes. While this substitutability is

already on display in the rational-agent model that predicts that increases in individual

effort are met with decreases in help,26 the two schools claim additional behavioral effects

exist.

To investigate these behavioral effects, we examine how an individual changes their

choices as the competitiveness (i.e., increases in V and increases in the number of H

types) changes, by comparing behavior against the theoretical prediction, for the two

components of output—effort and help. This subsequent analysis can be especially useful

when production functions differ from what we have specified, to the extent the behavioral

responses of effort and help generalize to a broader set of production functions. These

behavioral effects of competition on effort and help/sabotage are at the heart of both

schools of thought.

4.4.1 Effort

To get a sense for what effort looks like for each type in each group configuration as

the value of the prize changes, panels (a) and (b) in Figure 3 present average effort

for the H and L types respectively, and show how this average effort compares to the

equilibrium prediction. Deviations from equilibrium are common and deserve further

empirical analysis.

Table 4 reports the results of random effects GLS regressions with standard errors

clustered at the group level. Column (1) report the results pooling L and the H types. In

order to understand if results differ by type, columns (2) and (3) report the results for the

L and the H types respectively.27 The dependent variable is the difference between an

individual’s observed effort choice and the theoretically predicted effort in a given period.

The expectation from the competitive school of thought is that as the competitiveness
26The degree of substitutability is also shown to depend on type.
27See Tables 14, 15, and 16 in Appendix A for robustness checks controlling for order effects, risk

aversion and learning, respectively.
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Table 4: Deviation of effort from equilibrium predictions

(1) (2) (3)
H & L L H

Dep. variable: xi,V − x∗i,V

V = 100 −6.79 ∗∗∗ −9.04 ∗∗∗ 0.67
(2.04) (2.25) (4.72)

V = 500 −50.24 ∗∗∗ −55.63 ∗∗∗ −36.59 ∗∗∗

(4.25) (4.33) (10.98)
Number H types 0.00 1.27 0.40

(0.77) (1.92) (1.72)
V = 100 x Number H types 2.11∗∗ 4.14∗∗∗ −0.36

(0.95) (1.31) (1.65)
V = 500 x Number H types 9.30∗∗∗ 15.19∗∗∗ 4.42

(1.59) (2.51) (3.39)
Constant 13.65∗∗∗ 13.22∗∗∗ 11.59∗∗

(1.48) (1.63) (5.03)

Observations 6,336 3,024 3,312
Number of indiv. 264 126 138
Number of groups 66 54 54

Robust standard errors clustered on group level in parentheses; ∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1.
‘Number H types’ runs from 0 to 4.
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Figure 3: Average effort
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Predicted levels are shown as empty boxes and actual observed levels as filled boxes, with the
standard error bars of the 95% confidence interval; we treat each group in one block as one
independent observation, i.e. we have per group 1 observation per block—if groups are of
heterogeneous types, we have the same group once in the graphs for H-types and once in the
graphs for the L-types.

of the setting increases (by increases in V or the number of H types), so will positive

deviations in effort. To explicitly test this, our first two explanatory variables are binary

variables for V = 100 and V = 500, which implies the reference group is when V = 0.

The third explanatory variable accounts for the number of H types in the group (ranging

from 0 to 4).28 Panels (a) and (b) in Figure 3 show that the competitive pressure of the

prize does not appear to have the same impact on all group compositions, hence we also

control for interaction effects between the size of the prize and the number of H types.

From column (1), we see that deviations in effort are indeed affected by the size of the

prize and the number of H types. However columns (2) and (3) indicate the importance
28We have run additional regressions to test whether effort is higher than predicted for all values of V .

We find that observed effort is higher than the predicted value when V = 0 for both types. In the V = 0
case, effort above the level predicted suggests individuals may be resolving some of the collective action
problems as effort above the self-interested level could be consistent with individuals working towards
the good of their group. Effort is also above equilibrium for both types when V = 100 (p < 0.01 for both
types), which could either be due to individuals valuing the good of their group or from competitive desire
to obtain the prize. Effort is below equilibrium at V = 500 (p < 0.01 for both types) suggesting that
at this level of incentives, subjects are unwilling to contribute effort even up to the point of individual
self-interest. That is, for both types, observed effort is significantly higher than predicted when V = 0
and V = 100, while it is significantly lower than predicted for V = 500.
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of the type in this setting, given that the deviations are largest for the L types. From

column (2), the results indicate that moving from V = 0 to V = 100 and from V = 0 to

V = 500 leads to a reduction in (positive) deviations of effort for the L types. Likewise,

when moving from V = 100 to V = 500, post-estimation Wald tests indicate lower levels

of deviations (p < 0.01). The same result holds for H types when moving from V = 0 to

V = 500 and from V = 100 to V = 500, but not when going from V = 0 to V = 100.

These findings once again contradict the competitive school.

However, when looking at the interaction effects in column (2), it is seen that the

composition of the group also impacts this result as the number of H types attenuates

this effect. The positive effect is much stronger when V = 500, though this attenuation

is only present for the L types. This leads to our next result:

Result 3 (Competitiveness and effort) .

(A) Size of V: For both types, deviations of observed effort from the equilibrium prediction

are weakly decreasing in V .

(B) Number of H types: Increasing the number of H types in the group weakly increases

deviations from the equilibrium prediction; it is most evident for the L types and is

strongest when V = 500.

As before, the overall conclusion from our examination of the effort decisions is that

we do not find much support for a behavioral effect claimed by the competitive school

of thought, which predicts that increasing competitive pressure either through increasing

the size of the prize or through increasing the number of H types drives up chosen effort

to some hypercompetitive level above the equilibrium prediction. The one exception is

the L types’ response to an increase in the number of H types, as they appear to be

increasing their effort relative to the equilibrium prediction as the number of H types

increases. Examining panel (b) in Figure 3 makes it clear that this finding is due to

predicted effort declining, while observed effort remains about the same. This effect is

31



particularly pronounced in the V = 500 case. This suggests that the L types may simply

be non-responsive to the configuration of their group, as they supply on average the same

amount of effort regardless of the group configuration.

4.4.2 Help and Sabotage

Having established how competitive pressure alters effort provision, we now analyze how

these same pressures affect help and sabotage behavior. Figure 4 presents an overview of

the average help for each type, each group configuration and each value of V . Again, we

show how these averages compare to equilibrium. It is immediately clear that deviations

from equilibrium are universal, but are dependent upon the predicted sign of help. When

help is predicted to be positive, the actual help is weakly lower. When help is predicted

to be negative (sabotage), the actual help is weakly higher. We will come back to this dif-

ference between help and sabotage behavior, but first we will establish results concerning

the competitiveness of the setting and deviations in help.

Figure 4: Av. help

(a) H types
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Predicted levels are shown as empty boxes and actual observed levels as filled boxes, with the
standard error bars of the 95% confidence interval; we treat each group in one block as one
independent observation, i.e. we have per group 1 observation per block—if groups are of
heterogeneous types, we have the same group once in the graphs for H-types and once in the
graphs for the L-types.
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Table 5: Deviations of help and sabotage from equilibrium predictions

(1) (2) (3)
H&L L H

Dep. var.: kij,V − k∗
ij,V

V = 100 −2.64 ∗∗ −2.13 ∗ −2.24
(1.10) (1.24) (2.85)

V = 500 12.67∗∗∗ 14.38∗∗∗ 24.62∗∗∗

(1.88) (1.99) (4.85)
Number H types −1.36 ∗∗∗ −2.63 −1.38 ∗

(0.51) (2.36) (0.72)
V = 100 x number H types −0.52 −1.50 ∗∗ −0.48

(0.44) (0.72) (0.86)
V = 500 x number H types −2.94 ∗∗∗ −8.88 ∗∗∗ −5.46 ∗∗∗

(0.74) (1.24) (1.49)
Constant −1.03 −0.41 −0.24

(0.94) (1.50) (2.08)

Observations 6,336 3,024 3,312
Number of indiv. 264 126 138
Number of groups 66 54 54

Robust standard errors clustered on group level in parentheses; ∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1.
‘Number H types’ runs from 0 to 4.
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Table 5 displays the results of random effects GLS regressions.29 The dependent

variable is the difference between average actual and predicted help, where a negative

deviation implies less help than predicted (or more sabotage than predicted). For ease of

comparison, the control variables are the same as those used for analyzing deviations in

effort.30

The results indicate that when the prize increases from V = 0 to V = 100, deviations

in help decrease with the strongest decline coming from L types. However, when the prize

increases from V = 0 to V = 500, deviations in help increase for both types. Likewise,

post-estimation tests indicate that when the prize increases from V = 100 to V = 500,

deviations increase (p < 0.1 for both types). As noted previously, this result is driven

by a decrease in help when V = 100, and less sabotage in the case of V = 500. That

is, a higher prize leads to lower levels of help on average when help is predicted to be

positive, but when the prediction is to sabotage, individuals refrain from sabotaging more

than predicted. This is especially relevant in the V = 500 case for the H types where the

highest level of sabotage is predicted, cf. Figure 4 (a).

As with effort, the interaction effects also indicate that group composition is impactful.

The interaction effects indicate that this positive effect from V = 500 is reduced as the

number of H types increases. The negative deviations in help when V = 100 is even

further decreased as H types increase, but this holds only for L types. This leads to our

final result.

Result 4 (Competitiveness and help) .
29See Tables 17, 18, and 19 in Appendix A for robustness checks controlling for order effects, risk

aversion and learning, respectively.
30As with effort, the magnitudes of deviations for each V serve as useful baselines, but do not address

responses to the competitiveness of the setting. When not controlling for the number of H types in the
group, for V = 0, deviations in help are negative, not positive, for both types, which may indicate that
any sort of cooperative preferences are manifested through effort allocations. Deviations in help are also
negative when V = 100 (p < 0.01 for both types), but are not different from zero when V = 500 for the L
types (p = 0.587), and are greater than zero for the H types (p = 0.017). That is, observed help from H
and L types is lower than predicted when V = 0 and V = 100; for V = 500, it is equal to the predicted
value for the L types and greater than the predicted value for the H types.
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(A) Size of V: For both types, the difference between observed and predicted help is de-

creasing in V when going from V = 0 to V = 100, while it is increasing in V when going

from V = 100 to V = 500 and when going from V = 0 to V = 500.

(B) Number of H types: As the number of H types increase, deviations in help decline

when V = 500 for both types, and also decline when V = 100 for the L types.

Table 6: Controlling in particular for sabotage

(1)

Dep. var.: kij,V − k∗
ij,V

V = 100 −2.64 ∗∗

(1.10)
V = 500 −11.02 ∗∗∗

(4.04)
Number H types −1.36 ∗∗∗

(0.51)
V = 100 x number H types −0.52

(0.44)
V = 500 x number H types 3.27∗∗

(1.32)
Sabotage 24.61∗∗∗

(4.31)
Sabotage x number H types −5.65 ∗∗∗

(1.52)
Constant −1.03

(0.94)

Observations 19,008
Number of indiv. 264
Number of groups 66

Robust standard errors clustered on group level in parentheses; ∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1.
‘Number H types’ runs from 0 to 4.

Overall, the results mostly support the idea that competitiveness leads to a behavioral

“anti-help” mindset. However, we also observe the opposite effect—aversion to sabotage—

when sabotage is predicted. High levels of sabotage are predicted, on average, for the H
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types when V = 500, and in the HLLL setting for the H types and the LLLL setting for

the L types. In all of these cases individuals are largely refraining from sabotaging each

other, cf. Figure 4. Thus, even though competitiveness may lead to lower levels of help,

this aversion implies that the main drawback from competitiveness, i.e., sabotage, may

be more limited than predicted, thus blunting the worst of the impacts predicted by the

noncompetitive school of thought.

The implication is that the aversion to sabotage is a level effect that needs to be

controlled for. The question the above analysis cannot answer is how the competitiveness

of the setting influences sabotage behavior after controlling for this level effect. To in-

vestigate this in more detail, we have re-run the above regression for help, controlling for

instances when help is predicted to turn into sabotage (see Table 6); the dummy variable

‘Sabotage’ is a binary variable equal to one if predicted help is negative. Furthermore, to

understand how the competitiveness of the setting affects sabotage behavior, we include

an interaction effect with the number of H types in a group.

As can be seen by the positive effect from the Sabotage variable, individuals do not

sabotage as much as predicted, and this drives most of the significant effect on V = 500 in

Table 5. However, the negative sign on the interaction term of sabotage with the number

of H types indicates that once again, group composition is an important component.

Specifically, after controlling for the general aversion to sabotage,the competitiveness

of the setting erodes this positive effect.31 This goes against the competitive school of

thought.

5 Conclusions

In this paper, our goal was to empirically examine if competitive pressures in a group

production setting led to consistent behavioral responses not predicted by standard the-
31This is consistent for both the H and the L types. See Table 20 in Appendix A for the regressions

for the two types separated.
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ory. Our hypotheses were built around two schools of thought: the “competitive” school,

which argues that competitive pressures lead to additional increases in effort, and the

“noncompetitive” school, which argues that competitive pressures lead to toxic environ-

ments, where the decrease in help (or increase in sabotage) is not compensated by an

increase in effort.

Our main take-away is that we find little to no support for the competitive school

of thought in our setting. Pure team incentives appear sufficient for encouraging team

production, and we find little need to augment those incentives with a competitive prize.

The only aspect of competitive incentives that appears to work better than expected is

the relatively low level of observed sabotage compared to what is predicted when the prize

is high. However, the competitiveness of the setting did not lead to much higher levels of

effort, as predicted by the competitive school, but rather individuals chose less sabotage

and less effort than predicted.32

Our findings lead to several broader points. First, in a team setting where output

is reliant upon at least a moderate degree of help, managers should avoid introducing

competitive incentives. Giving additional (non-zero) prizes is costly, and we show that

it does not lead to increases in output. If team production is not reliant upon helping

behavior, then competitive incentives may work.

Second, we provide results regarding how changing the composition of a team—in

terms of having more or fewer high ability types in it—affects behavior. We generally

find that neither high nor low ability types change their effort much as we change the

composition of the team. This suggests that people are less sensitive to team composition

than expected. In regard to helping behavior, the prediction in our environment is that

team members should take advantage of the efficiency enhancing nature of helping high

productivity team members, and so, as their number increases, helping behavior should
32An additional aspect one might be concerned about under competitive incentives is the inequality

induced, given that the H types are predicted to win much more often than the L types. We actually
find that the L types win more than expected, indicating that while they still end up receiving the bonus
payment much less often than the H types, the induced inequality is not as strong as predicted.
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rise. We find that it generally does, though again not as much as predicted. There may

be a behavioral effect here of the increased competition from too many high productivity

types harming helping behavior. For total output, we find that balanced heterogeneous

teams comprised of an equal number of high and low ability workers perform weakly better

than any other team composition under competitive incentives. When there is only one

high ability type, competition does not incentivize workers much because its outcome is

very predictable. When there are too many high ability types, they compete intensely

and help is underprovided. The team organization with balanced groups combines the

best of the two worlds: There is enough help from low ability types to go around, and

moderate competition between high ability types sustains effort at a high level.

Third, responses to incentives are not symmetric. There is a much greater willingness

of individuals to respond to incentives by changing their effort than by changing their

helping behavior. The lower willingness to modify others’ effort through help leads to

lower levels of net output when the highest amount of help is predicted to generate a

high output (i.e., when there is no prize). However it works in a manager’s favor when

the highest amount of sabotage is predicted, at a high prize. This result may go in line

with why organizations spend so much time building team cohesion through corporate

retreats, rather than through incentivizing helping behavior. More work can be done in

this domain to better understand these effects.

Finally, our results have implications for organizations choosing how much to reward

individual effort and help in a group production setting. The empirical differences we

observe at “extreme” incentives imply they do not really work. When effort is supposed

to be the highest—at the highest prize value—it is lower than predicted. When help is

supposed to be the highest—at the lowest prize value—it is lower than predicted. These

findings have implications for theoretical assumptions regarding the effect of incentives on

these components of output. Again, more work is needed to reveal what these functional

forms should look like to approximate reality.
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On balance, in our setting competitive incentives neither excessively hurt nor help.

As we note though, different production functions which give rise to different values of

help and individual effort could yield different conclusions. Thus, our results regarding

the underlying effects on effort and helping behavior should be considered in light of any

alternative weighting for those elements of team production.
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A More Figures and Results

Table 7: Equilibrium predictions (Eq.) and observed averages (Obs.)

LLLL HLLL HHLL HHHL HHHH
Eq. Obs. Eq. Obs. Eq. Obs. Eq. Obs. Eq. Obs.

V = 0
xL 9.77 23.64 9.77 24.46 9.77 21.01 9.77 30.69
xH 19.53 25.88 19.53 37.23 19.53 31.36 19.53 35.54
kLL 9.77 8.26 9.77 8.93 9.77 9.28
kLH 19.53 14.77 19.53 17.20 19.53 7.14
kHL 9.77 6.00 9.77 9.94 9.77 7.34
kHH 19.53 20.21 19.53 11.83 19.53 14.36
yL 39.06 49.36 39.06 48.31 39.06 50.24 39.06 53.18
yH 156.25 140.38 156.25 184.00 156.25 137.54 156.25 151.26
Y 156.25 197.46 273.44 285.30 390.63 468.48 507.81 465.79 625.00 605.04

V = 100
xL 28.52 33.28 22.01 31.64 18.77 31.31 16.87 39.69
xH 31.78 35.78 31.53 47.67 30.18 44.74 28.91 39.05
kLL 3.52 0.66 7.72 2.54 8.77 4.65
kLH 15.45 4.29 17.53 8.61 18.35 0.68
kHL 1.60 -3.20 5.77 2.32 7.40 1.91
kHH 11.53 5.00 14.80 3.55 16.41 7.10
yL 39.06 36.00 39.06 34.44 39.06 41.79 39.06 48.58
yH 156.25 97.25 156.25 139.98 156.25 120.31 156.25 120.80
Y 156.25 144.00 273.44 200.58 390.63 363.53 507.81 409.5 625.00 483.21

V = 500
xL 103.52 57.81 70.99 50.44 54.77 48.89 45.27 45.47
xH 80.76 60.60 79.53 69.57 72.79 57.44 66.41 63.40
kLL -21.48 -5.46 -0.44 -3.80 4.77 0.81
kLH -0.88 -3.51 9.53 4.59 13.61 -7.17
kHL -31.05 -11.48 -10.23 -1.94 -2.07 -2.00
kHH -20.47 -2.42 -4.14 -1.59 3.91 2.35
yL 39.06 46.77 39.06 39.83 39.06 51.39 39.06 47.64
yH 156.25 101.58 156.25 155.76 156.25 115.31 156.25 144.58
Y 156.25 187.09 273.44 221.08 390.63 414.29 507.81 393.58 625.00 578.33
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Table 8: Overview of observed averages and clustered standard errors

LLLL HLLL HHLL HHHL HHHH
V = 0

xL 23.64 24.46 21.01 30.69
(1.42) (2.69) (2.31) (7.63)

xH 25.88 37.23 31.36 32.54
(3.48) (3.94) (2.24) (3.39)

kLL 8.26 8.93 9.28
(1.11) (1.10) (1.72)

kLH 14.77 17.20 7.14
(2.29) (3.53) (9.67)

kHL 6.00 9.94 7.34
(1.42) (1.22) (0.67)

kHH 20.21 11.83 14.36
(3.63) (1.25) (1.46)

yL 49.36 48.31 50.24 53.18
(3.42) (4.81) (4.48) (7.54)

yH 140.38 184.00 137.54 151.26
(13.10) (25.58) (11.08) (7.32)

Y 197.46 285.30 468.48 465.79 605.04
(13.70) (24.25) (52.24) (29.54) (29.29)

V = 100

xL 33.28 31.26 31.31 39.69
(2.97) (3.75) (3.26) (8.93)

xH 35.74 47.67 44.74 39.05
(3.86) (6.16) (4.19) (2.32)

kLL 0.66 2.54 4.65
(1.09) (1.28) (1.11)

kLH 4.29 8.61 0.68
(1.79) (2.61) (9.27)

kHL -3.20 2.32 1.91
(2.66) (2.25) (1.23)

kHH 5.00 3.55 7.10
(3.65) (1.71) (1.45)

yL 36.00 34.44 41.79 48.58
(3.50) (5.08) (5.42) (10.23)

yH 97.25 139.98 120.31 120.80
(11.67) (21.09) (13.95) (7.48)

Y 144.00 200.58 363.53 409.50 483.21
(14.00) (21.89) (43.70) (43.83) (29.91)

V = 500

xL 57.81 50.44 48.89 45.47
(5.85) (4.69) (6.91) (7.90)

xH 60.60 69.57 57.44 63.40
(11.72) (9.43) (4.64) (4.89)

kLL -5.46 -3.80 0.81
(2.20) (2.04) (1.07)

kLH -3.51 4.59 -7.17
(2.39) (3.30) (9.18)

kHL -11.48 -1.94 -2.00
(4.61) (3.31) (1.96)

kHH -2.42 -1.59 2.35
(5.27) (2.42) (2.36)

yL 46.77 39.83 51.39 47.64
(4.18) (4.68) (8.56) (8.73)

yH 101.58 155.76 115.31 144.58
(21.04) (22.77) (13.48) (15.36)

Y 187.09 221.08 414.29 393.58 578.33
(16.74) (23.44) (42.66) (41.13) (61.45)

numb. indiv. 48 48 48 72 48
numb. groups 12 12 12 18 12
numb. rounds 8 8 8 8 8

Stand. errors are clustered on the group level and displayed in parenthesis.
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Table 9: Difference between observed averages and equilibrium predictions

LLLL LLLH LLHH LHHH HHHH
V = 0

xL 13.87 14.70 11.24 23.17
xH 6.34 17.70 12.95 13.01
kLL -1.50 -0.84 -0.49
kLH -4.76 -2.33 -19.33
kHL -3.77 0.17 -3.03
kHH 0.68 -6.46 -5.18
yL 10.30 9.25 11.18 14.34
yH -15.88 27.75 -19.01 -4.99
Y 41.21 11.86 77.85 -42.68 -19.96

V = 100

xL 4.76 9.25 12.54 25.58
xH 3.96 16.14 17.82 10.14
kLL -2.86 -5.18 -4.11
kLH -11.16 -8.92 -24.90
kHL -4.81 -3.45 -5.72
kHH -6.53 -11.88 -9.31
yL -3.06 -4.62 2.72 11.47
yH -59.00 -16.27 -38.84 -35.45
Y -12.25 -72.85 -27.09 -105.05 -141.79

V = 500

xL -45.71 -20.55 -5.88 0.24
xH -20.15 -9.96 -10.37 -3.01
kLL 16.02 -3.37 -3.96
kLH -2.63 -4.94 -29.74
kHL 19.57 8.29 -2.11
kHH 18.05 -0.08 -1.56
yL 7.71 0.77 12.32 4.64
yH -54.67 -0.49 -49.23 -11.67
Y 30.84 -52.35 23.67 -143.05 -46.67
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Figure 5: Average effort, L-types
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error bars of the 95% confidence interval; we treat each group in one block as one independent
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have the same group once in the graphs for H-types and once in the graphs for the L-types.

Figure 6: Average effort, H-types
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Figure 7: Average help, L-types
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Figure 8: Average help, H-types
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Table 10: Group composition—Robustness check: controlling for order effects

(1) (2) (3) (4) (5) (6)
V=0 V=100 V=500 V=0 V=100 V=500

Order 1 Order 2
Dep. var.: Y − Y ∗

Homogeneous −50.41 −70.76 −106.11 −84.04 −29.09 42.96
(93.98) (73.63) (78.69) (51.35) (53.68) (62.36)

Asymmetric −50.52 −35.04 −118.59∗ −163.17∗∗∗ −121.63∗∗ −129.95∗∗

(93.62) (73.35) (70.78) (57.09) (58.75) (59.37)
Constant 64.18 16.14 73.64 91.52∗∗ −70.34 −26.32

(91.24) (67.87) (62.74) (44.60) (44.91) (46.11)

Observations 288 288 288 240 240 240
Number of groups 36 36 36 30 30 30

Robust standard errors clustered on group level in parentheses; ∗∗∗ = p<0.01, ∗∗ = p<0.05, ∗ = p<0.1.

Table 11: Group composition—Robustness check 2: controlling for learning

(1) (2) (3) (4) (5) (6)
V=0 V=100 V=500 V=0 V=100 V=500

First half of periods Second half of periods
Dep. var.: Y − Y ∗

Homogeneous −34.80 −29.12 −30.05 −99.65 −70.72 −33.10
(46.87) (50.45) (53.40) (67.35) (45.97) (55.42)

Asymmetric −74.34∗ −49.74 −131.70∗∗∗ −122.29∗ −72.32 −94.58∗

(44.86) (54.89) (49.11) (69.66) (48.29) (52.79)
Constant 42.93 −29.46 45.97 112.77 ∗ −24.73 1.35

(40.74) (46.77) (39.57) (65.18) (38.98) (45.65)

Observations 264 264 264 264 264 264
Number of groups 66 66 66 66 66 66

Robust standard errors clustered on group level in parentheses; ∗∗∗ = p<0.01, ∗∗ = p<0.05, ∗ = p<0.1.
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Table 12: Total output—Robustness check: controlling for order effects

(1) (2) (3) (4)
H7 H8&H9 H7 H8&H9

Order 1 Order 2
Dep. variable: Y − Y ∗

V = 100 −47.08∗∗∗ −47.08∗∗∗ −123.26 ∗∗∗ −123.26 ∗∗∗

(17.22) (17.23) (18.60) (18.61)
V = 500 −43.14 −43.14 −53.75 ∗∗ −53.75 ∗∗

(26.58) (26.60) (23.37) (23.38)
Number H types −21.65 ∗∗ −29.41 ∗∗

(10.38) (12.71)
Constant 22.12 69.04∗∗ −7.37 51.45∗∗

(20.15) (26.86) (22.63) (24.37)

Observations 864 864 720 720
Number of groups 36 36 30 30

Robust standard errors clustered on group level in parentheses; ∗∗∗ = p<0.01,∗∗ = p<0.05,∗ = p<0.1.;
‘V = 100’ is a dummy equal to 1 if V = 100 and zero otherwise; similarly for ‘V = 500’. ‘Number H
types’ runs from 0 to 4.

Table 13: Total output—Robustness check: controlling for learning

(1) (2) (3) (4)
H7 H8&H9 H7 H8&H9

First half of periods Second half of periods
Dep. variable: Y − Y ∗

V = 100 −59.15∗∗∗ −59.15∗∗∗ −104.27 ∗∗∗ −104.27 ∗∗∗

(15.14) (15.15) (16.37) (16.38)
V = 500 −21.31 −21.31 −74.62∗∗∗ −74.62∗∗∗

(20.35) (20.37) (19.66) (19.67)
Number H types −20.38∗∗ −27.64∗∗∗

(8.78) (7.64)
Constant −3.51 39.11∗∗ 20.94 78.74∗∗∗

(14.49) (17.19) (18.23) (21.54)

Observations 792 792 792 792
Number of groups 66 66 66 66

Robust standard errors clustered on group level in parentheses; ∗∗∗ = p<0.01,∗∗ = p<0.05,∗ = p<0.1.;
‘V = 100’ is a dummy equal to 1 if V = 100 and zero otherwise; similarly for ‘V = 500’. ‘Number H
types’ runs from 0 to 4.
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Table 14: Effort—Robustness check: controlling for order effects

(1) (2) (3) (4) (5) (6) (7) (8)
L H L H L H L H

Order 1 Order 2
Dep. variable: xi,V − x∗

i,V

V = 100 −3.08∗ 3.13 −3.08∗ 3.13 −6.07∗∗ −5.02∗ −6.07∗∗ −5.02∗

(1.65) (2.11) (1.65) (2.11) (2.57) (3.04) (2.57) (3.04)
V = 500 −38.83∗∗∗ −19.20∗∗∗ −38.83∗∗∗ −19.20∗∗∗ −39.15∗∗∗ −28.68∗∗∗ −39.15∗∗∗ −28.68∗∗∗

(4.81) (4.22) (4.81) (4.22) (5.74) (4.13) (5.74) (4.13)
Number H types 5.28∗∗ −0.43 10.76∗∗ 3.93∗

(2.36) (2.62) (4.24) (2.29)
Constant 16.16∗∗∗ 14.64∗∗∗ 9.92∗∗∗ 15.93∗ 12.90∗∗∗ 10.37∗∗∗ 2.15 −1.43

(1.78) (1.97) (2.98) (8.40) (2.38) (2.71) (3.68) (6.87)

Observations 1,584 1,872 1,584 1,872 1,440 1,440 1,440 1,440
Number of indiv. 66 78 66 78 60 60 60 60
Number of groups 30 30 30 30 24 24 24 24

Robust standard errors clustered on group level in parentheses; ∗∗∗ = p<0.01 ∗∗ = p<0.05 ∗ = p<0.1.
‘V = 100’ is a dummy equal to 1 if V = 100 and zero otherwise; similarly for ‘V = 500’. ‘Number H
types’ runs from 0 to 4.

Table 15: Effort—Robustness check: controlling for risk aversion

(1) (2) (3) (4)
L H L H

Dep. var.: (xi,V − x∗
i,V )

V = 100 −4.50∗∗∗ −0.41 −4.50∗∗∗ −0.41
(1.49) (1.86) (1.50) (1.86)

V = 500 −38.99∗∗∗ −23.32∗∗∗ −38.99∗∗∗ −23.32∗∗∗

(3.68) (2.98) (3.68) (2.98)
Number H types 7.71∗∗∗ 1.87

(2.00) (1.94)
Risk Aversion −0.39∗ −0.29∗∗∗ −0.38∗∗ −0.29∗∗∗

(0.20) (0.10) (0.17) (0.10)
Constant −1.44 0.32 −9.85 −5.43

(7.96) (4.62) (7.88) (8.16)

Observations 3,024 3,312 3,024 3,312
Number of indiv. 126 138 126 138
Number of groups 54 54 54 54

Robust standard errors clustered on group level in parentheses; ∗∗∗ = p<0.01 ∗∗ = p<0.05 ∗ = p<0.1. ;
risk aversion runs from -100 to 0 with higher numbers indicating a higher risk aversion. ‘V = 100’ is a
dummy equal to 1 if V = 100 and zero otherwise; similarly for ‘V = 500’. ‘Number H types’ runs from 0
to 4.
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Table 16: Effort—Robustness check: controlling for learning

(1) (2) (3) (4) (5) (6) (7) (8)
L H L H L H L H

First half of the periods Second half of the periods
Dep. variable: xi,V − x∗

i,V

V = 100 −5.98∗∗∗ 0.02 −5.98∗∗∗ 0.02 −3.03∗∗ −0.85 −3.03∗∗ −0.85
(2.01) (2.17) (2.01) (2.17) (1.47) (2.05) (1.47) (2.05)

V = 500 −41.19∗∗∗ −22.74∗∗∗ −41.19∗∗∗ −22.74∗∗∗ −36.79∗∗∗ −23.90∗∗∗ −36.79∗∗∗ −23.90∗∗∗

(4.16) (3.10) (4.16) (3.10) (3.58) (3.30) (3.58) (3.30)
Number H types 8.73∗∗∗ 2.71 6.70∗∗∗ 0.79

(2.17) (1.95) (2.31) (1.95)
Constant 16.61∗∗∗ 13.01∗∗∗ 7.04∗∗∗ 4.87 12.61∗∗∗ 12.56∗∗∗ 5.27∗∗ 10.19

(1.43) (1.61) (2.53) (5.76) (1.75) (1.96) (2.35) (6.33)

Observations 1,512 1,656 1,512 1,656 1,512 1,656 1,512 1,656
Number of indiv. 126 138 126 138 126 138 126 138
Number of groups 54 54 54 54 54 54 54 54

Robust standard errors clustered on group level in parentheses;∗∗∗ = p<0.01 ∗∗ = p<0.05 ∗ = p<0.1.
‘V = 100’ is a dummy equal to 1 if V = 100 and zero otherwise; similarly for ‘V = 500’. ‘Number H
types’ runs from 0 to 4.

Table 17: Help/sabotage—Robustness check: controlling for order effects

(1) (2) (3) (4) (5) (6) (7) (8)
L H L H L H L H

Order 1 Order 2
Dep. variable: kij,V − k∗

ij,V

V = 100 −3.52∗∗∗ −2.24 ∗∗ −3.52∗∗∗ −2.24 ∗∗ −4.05∗∗∗ −5.59∗∗∗ −4.05∗∗∗ −5.59∗∗∗

(1.15) (1.00) (1.15) (1.00) (1.34) (1.65) (1.34) (1.65)
V = 500 2.35 8.31∗∗∗ 2.35 8.31∗∗∗ 7.18∗∗ 8.14∗∗∗ 7.18∗∗ 8.14∗∗∗

(2.79) (2.08) (2.80) (2.09) (2.96) (2.43) (2.96) (2.44)
Number H types −2.74 ∗∗ −4.01 ∗∗∗ −11.06 ∗∗ −2.72 ∗

(1.10) (1.03) (5.03) (1.41)
Constant −1.09 −4.92∗∗∗ 2.15∗∗ 7.11∗∗ −5.70 ∗ −3.71∗∗∗ 5.36 4.46

(1.20) (0.92) (1.09) (3.07) (3.11) (1.13) (3.35) (4.00)

Observations 1,584 1,872 1,584 1,872 1,440 1,440 1,440 1,440
Number of indiv. 66 78 66 78 60 60 60 60
Number of groups 30 30 30 30 24 24 24 24

Robust standard errors clustered on group level in parentheses; ∗∗∗ = p<0.01 ∗∗ = p<0.05 ∗ = p<0.1.
‘V = 100’ is a dummy equal to 1 if V = 100 and zero otherwise; similarly for ‘V = 500’. ‘Number H
types’ runs from 0 to 4.
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Table 18: Help/sabotage—Robustness check: controlling for risk aversion

(1) (2) (3) (4)
L H L H

Dep. var.: (kij,V − k∗
ij,V )

V = 100 −3.77∗∗∗ −3.69∗∗∗ −3.77∗∗∗ −3.69∗∗∗

(0.87) (0.94) (0.87) (0.94)
V = 500 4.65∗∗ 8.23∗∗∗ 4.65∗∗ 8.23∗∗∗

(2.05) (1.57) (2.05) (1.57)
Number H types −6.08∗∗∗ −3.39∗∗∗

(2.09) (0.87)
Risk Aversion −0.27 −0.06 −0.27 −0.07

(0.26) (0.05) (0.24) (0.04)
Constant 7.83 −1.77 14.47 8.64∗∗∗

(9.52) (2.17) (10.72) (3.34)

Observations 3,024 3,312 3,024 3,312
Number of indiv. 126 138 126 138
Number of groups 54 54 54 54

Robust standard errors clustered on group level in parentheses; ∗∗∗ = p<0.01 ∗∗ = p<0.05 ∗ = p<0.1;
risk aversion runs from -100 to 0 with higher numbers indicating a higher risk aversion. ‘V = 100’ is a
dummy equal to 1 if V = 100 and zero otherwise; similarly for ‘V = 500’. ‘Number H types’ runs from 0
to 4.

Table 19: Help/sabotage—Robustness check: controlling for learning

(1) (2) (3) (4) (5) (6) (7) (8)
L H L H L H L H

First half of the periods Second half of the periods
Dep. variable: kij,V − k∗

ij,V

V = 100 −3.25∗∗∗ −2.20 ∗∗ −3.25∗∗∗ −2.20 ∗∗ −4.30∗∗∗ −5.19∗∗∗ −4.30∗∗∗ −5.19∗∗∗

(0.76) (0.94) (0.76) (0.94) (1.15) (1.11) (1.15) (1.11)
V = 500 5.88∗∗∗ 10.84∗∗∗ 5.88∗∗∗ 10.84∗∗∗ 3.41∗ 5.63∗∗∗ 3.41∗ 5.63∗∗∗

(2.16) (1.50) (2.16) (1.50) (2.05) (1.80) (2.05) (1.80)
Number H types −6.63∗∗∗ −3.20∗∗∗ −5.55 ∗∗ −3.53∗∗∗

(2.23) (0.86) (2.29) (0.90)
Constant −3.65 ∗∗ −5.44∗∗∗ 3.61∗∗ 4.17∗ −2.92 ∗ −3.35 ∗∗∗ 3.16∗ 7.24∗∗∗

(1.55) (0.71) (1.49) (2.42) (1.69) (0.82) (1.68) (2.71)

Observations 1,512 1,656 1,512 1,656 1,512 1,656 1,512 1,656
Number of indiv. 126 138 126 138 126 138 126 138
Number of groups 54 54 54 54 54 54 54 54

Robust standard errors clustered on group level in parentheses;∗∗∗ = p<0.01,∗∗ = p<0.05,∗ = p<0.1.;
‘V = 100’ is a dummy equal to 1 if V = 100 and zero otherwise; similarly for ‘V = 500’. ‘Number H
types’ runs from 0 to 4.
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Table 20: Controlling in particular for sabotage for the two types

(1) (2) (3) (4)
L H L H

V = 100 −2.13 ∗ −2.24 −3.77 ∗∗∗ −3.69 ∗∗∗

(1.24) (2.85) (0.87) (0.94)
V = 500 10.39 27.50∗∗∗ −4.40 ∗∗ 3.86∗∗

(7.84) (5.70) (1.82) (1.95)
Number H types −2.63 −1.38 ∗ −3.52 −1.63 ∗∗

(2.36) (0.72) (2.26) (0.70)
V = 100 x number H types −1.50 ∗∗ −0.48

(0.72) (0.86)
V = 500 x number H types −6.50 ∗ −5.97 ∗∗∗

(3.65) (1.58)
Sabotage 6.73 20.70∗∗∗ 22.90∗∗∗

(7.91) (2.28) (5.19)
Sabotage x number H types −10.89 ∗∗ −0.84 −16.65 ∗∗∗ −6.57 ∗∗∗

(4.50) (0.93) (2.79) (1.89)
Constant −0.41 −0.24 0.57 0.48

(1.50) (2.08) (1.40) (2.04)

Observations 9,072 9,936 9,072 9,936
Number of indiv. 126 138 126 138
Number of groups 54 54 54 54

Robust standard errors clustered on group level in parentheses; ∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1.
‘Number H types’ runs from 0 to 4.
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B Instructions

B.1 Instructions subjects received first

Dear participants,

welcome to today’s experiment.

Please read the instructions for the experiment carefully. For a better understanding,

in the following we will only use male designations. Those should be understood gender

neutral. All statements in the instructions are true, and all participants receive exactly

the same instructions. The experiment as well as the data analysis is anonymous.

We ask you to not talk to other participants and to use only the resources and devices that

are provided by the conductors of the experiment. Please switch off all electronic devices.

In addition, at the computer you are only allowed to use features that are necessary for the

experiment. If you do not comply with these rules, you won’t be paid in this experiment

and you are not allowed to participate in any further experiments.

Your earnings in the experiment depend on your decisions and potentially the decisions of

others. The currency used in the experiment is Tokens. Tokens will be converted to Euros

at a rate of 100 Tokens to 6 Euro. You have already received a Euro 9.00 participation

fee. Your earnings from the experiment will be incorporated into your participation fee.

At the end of today’s experiment, you will be paid in private and in cash.

The experiment will last around 90 Minutes. It consists of two parts; both parts are

completely independent from each other. That is, your payment for part x only depends

on decisions that you take in part x, and does not depend on decisions you take in the

other part of the experiment.

At the beginning of each part you receive the corresponding instructions. We will read

the instructions out loud and will give you time for questions. If you have a question,
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please raise your hand. Your question will then be answered privately. Thank you for

your attention and for participating in this experiment.

B.2 Instructions subjects received second

The first part of the experiment consists of 24 periods, divided in three blocks of 8 periods;

Blocks 1, 2 and 3. In each period you will be asked to make a set of decisions. At the

beginning of each block, you will receive a new set of instructions. At the end of Part

1, we will randomly choose one period from each block to determine your earnings from

Part 1. Because you do not know which periods will be chosen when you are making your

decisions, you should make decisions in each period as if it were to be paid.

Remember that you were given 9 Euro show up fee at the beginning of the Experiment.

Any gains or losses incurred in this part of the experiment will be offset against this

amount.

Block 1

Matching

In Block 1, you will be matched with three other participants to make a group of four.

You will stay in the same group for all 8 periods. To ensure anonymity, you and the three

others in your group will be labeled by the computer program as member A, B, C and D.

Each group member’s label will be the same for all 8 periods.

Types

At the beginning of Block 1, each participant will be randomly assigned a type. You will

be either an H or L type. You will keep this assignment for all 8 periods as well. You
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will know what type you are, and you will know the types of the other members in your

group. More on the role of the types in a moment.

Decisions – Overview

Each round, you and your other group members will be working to generate a group

output. The group output will determine how much each of you will earn. “Working”

means that each of you will choose how many effort points to invest into an individual

output. The sum of all individual outputs will determine your group output.

For your individual output you choose effort points on the range of 0 to 150 (a whole

number). Each point you choose will be costly to you. You can find a table of costs on

the separate sheet. These costs are denoted in Token. Notice that the first point will cost

you 0.01 Token, 10 points cost you 1.28 Token, and 100 points 128 Token. This indicates

that your per point-cost of effort is increasing with the total effort. These effort point

costs will be subtracted from your earnings in each round.

If you are an L type, then your total individual output will be equal to your total

effort points. If you are an H type, your total individual output will be equal to twice

your total effort points.

All group members will choose simultaneously their own effort points.

The number of Token each group member receives from the total group output is equal

to the total group output multiplied by 0.25. That is, for each point you and your group

member’s generate towards total group output, you and each of your group members

receive 0.25 Token. For instance, if the total group output was 162 points, then you and

every member of your group would receive 162*0.25=40.5 Token. To determine your net

earnings you would then have to subtract off the cost of your chosen effort. For instance,

if your effort was 23 points, your cost would be 6.72 Token. This would result in total
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earnings of 40.5-6.72 = 33.78 Token. Please turn to your screen and I will go through an

example of how these decisions look like on the screen.

[read out loud] On the screen, you see a brief reminder of your task and a box where you

will be able to type in the number of effort points you wish to choose for your individual

output. You can choose any number of points between 0 and 150. Please type in 20.

On the bottom of the screen, there is a calculator to calculate the costs. This calculator

automatically updates the costs of your choices when you press the “calculate” button.

These costs are the same as those in the Cost Table. If you have entered a choice of 20,

and you press the “calculate” button, you will notice that it shows you the cost is 5.12

Token, the number that corresponds to a cost of a choice of 20 on your Cost Table. Notice

that what you earn from your 20 points of effort you chose for your individual output is

20 ∗ 0.25 = 5 Token if you an L type and 2 ∗ 20 ∗ 0.25 = 10 Token if you are an H type.

Please turn your attention back to the instructions and we will describe the next task in

the experiment.

Alterations to Efforts of Other Group Members

In addition to making your own effort choice, in each round you will also be able to affect

the effort of your group members. On the screen you can choose additional effort points

towards increasing or decreasing the effort of your group members. You will be able to

modify the effort of others by increasing or decreasing their effort by up to 150 effort

points per group member. Each of these efforts again means costs to you as shown in the

table.

This means you will have a total of 4 decisions to make per period. You will choose how

many effort points to exert towards your own effort. Then you decide for each of your

group members regarding whether and how much you want to alter their effort. Regardless

of your type, each effort point you choose towards raising or lowering the effort of others

changes their effort by one point.
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When determining each group members total individual output, we will first add their

own effort points with all of the effort points others have chosen to increase or decrease

the effort. If that individual is an L type, their total individual output is the same as their

total effort. If that individual is an H type, their total individual output will be twice this

sum. Note that this means that you can alter the total individual output of an H type

by two points per 1 point of effort you chose. Each point of effort you choose to alter t

the individual output of an L type alters their total effort by only 1 point. Similarly, your

group member’s choices affect your total individual output.

For instance, if you chose 10 effort points for your effort and your group members mod-

ified your effort by 5, -2, and 19 points, your modified individual effort would be 10+5-

2+19=32. If you are an L type, your total individual output would be 32. If you are an H

type, your total individual output would be 32*2 = 64. Similar calculations also hold for

your group members who are H or L types. It is possible that your total individual output

will be negative. In this case, the computer will assign you a total individual output of

zero so that you will never have a negative total individual output.

Each effort point is costly, independently on whether you chose it for your own effort or

to affecting the efforts of others. All of your efforts determine your total cost (in Token).

For instance, if you altered (increased or decreased) the effort of each team member by

10 points and chose an individual effort of 10 points, the total cost to you would be

1.28+1.28+1.28+1.28=5.12 Token: the cost of an effort level of 10 is equal to 1.28 (as in

the cost Table).

It is important to note that effort costs are treated separately for each decision. If for

instance, consider the following example: you chose to reduce the effort of one group

member by 20 (by choosing -20), leave the one of another group member unchanged (by

choosing 0) and increased the one of the third group member by 10 (by choosing 10).

In addition, you chose an own effort of 10 points. Then you would still be expending a

60



total of 40 effort points (20+10+10). But, according to the cost table, your cost for these

decisions would be 5.12+0+1.28+1.28=7.68 Token, which are the costs associated with

effort points of 20, 0, 10 and 10. Please turn to your screen, on which I will walk you

through such a decision situation.

On your screen, you are given a brief reminder of your task and an input box for each

of your group members. The points chosen for each of these input boxes determine the

amount you wish to alter each group member’s effort. You can choose any number between

-150 and 150 (negative 150 and positive 150) points. Notice beside each input box is each

group members’ label (A, B, C or D) and their type (H or L).

Please type in -18 in the first box, 10 in the second and 23 in the third. On the bottom

of the screen, there is a calculator for you to use and calculate costs. This calculator

automatically updates with the costs of your choices when you press the “calculate” button.

These costs are taken from the cost table you’ve been given. If you have chosen -18, 10 and

23 points and you press the “calculate” button, you see the following cost for these choices:

12.2 Token (4.15+1.28 +6.77). These are the same as the sum of costs of alterations of

18, 10 and 23 on your cost table.

You will also notice that the on-screen calculator asks you to enter a hypothetical amount

you believe your group members will contribute to the group output. This is purely for you

to be able to understand how payoffs work. Anything entered here has no impact on your

actual payoff or the decisions of others. Below this, you can see how the group output and

total payoffs change as you change your choices of your effort points and modify the efforts

of others. Please turn your attention back to the instructions and we will go through the

feedback you will receive after a round is over.

Feedback

After each round, you will be shown a results screen which will show you your four

decisions. In addition, you see the following information: your total individual effort and
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total individual output after the modifications from your group members, the average

modification of efforts from your group, the total group output, the costs associated with

your choices, and your payoff, should that round be chosen for payment.

Payoff Example

We will now explain you by means of an example how your payoff is calculated. Let’s

assume that the total group output from your group was 162 points. The gain you would

receive from this total group output is 162*0.25=40.5 Token. Let’s also assume you chose

20 points for your own effort and chose to alter the efforts of your group members by -18,

10 and 23 points, respectively. This would result in a total cost of 5.12+4.15+1.28+6.77

= 17.32 Token. Thus, in this example, the Token gained in this period would be your

gains minus your total costs: 40.5-17.32=23.18.

Summary

At the beginning of the first block, you will be randomly assigned a type, L or H, and

will be grouped with 3 other people to make a group of 4. You will keep this type and

this group for the entire 8 periods of block 1. Each period you must choose the number of

points for your own individual output and modifications to each of your group member’s

individual outputs. The costs of these decisions will be deducted from your gains from

the total group output.

Are there any questions?

If not, please turn to your screen. There you will be shown your type and the types of your

other 3 group members. After reviewing this information, please click on the “continue”

button, and the first round of Block 1 will begin. If you are finished making decisions on a

screen, you must click on the “continue” button to advance. The program only advances

if everyone has clicked on the continue button for a given portion so, please pay attention
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to the screen and click the “Continue” button if you are finished making decisions on that

screen.

B.3 Instructions subjects received third

Block 2

Block 2 is similar to Block 1 except for one change. You and your group members will

still take decisions for 8 periods. You have the same four choices of your own effort and

modifications to your group members’ efforts as in Block 1. The costs and gains from the

group output are as previously defined. Also, you are in the same group as before, and

your types are the same as in Block 1.

In Block 2, however, there will be a bonus awarded to one of the group members, to

encourage higher effort. The bonus will be awarded using a lottery, where your probability

of winning is increasing in your total individual output, and is decreasing in the total

individual output of the others.

If you win the bonus, you get 100 [500] Token. Only one group member can win the bonus

per period. Your probability of winning is determined as

Chance of winning = Your total individual output (TIO)
TIO of A + TIO of B + TIO of C + TIO of D

As an example, suppose that your total individual output was 30 points and that the other

members of your group had total individual outputs of 21, 52 and 9 points. Your chance

of winning is thus 30/(30+21+52+9)=0.27, or 27% (rounded). Likewise, the chance of

each of your group members to win the bonus is 19%, 46% and 8% for the group members

who had 21, 52 and 9 points respectively. It is easy to see that increases in total individual

output lead to a greater chance in winning the prize.
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To see how the likelihoods work, imagine the percentages represent the number of balls

each group member has in a common container. If someone randomly selected one of

these balls to determine the winner, the chance of winning can now be thought of as the

likelihood your own ball is drawn. Group member C, who has 46 balls, has a much higher

chance of their ball being drawn than group member D, who only has 8 balls.

Let’s go through another example. If your group members’ total indiv. outcomes had

remained the same, but you had a total individual output of 40 (instead of 30), your

chance of winning would increase from 27% to 33% (40/(40+21+52+9)=0.33 or 33%).

Since your chance of winning went up, your group members’ chances of winning went

down to 17%, 43% and 7% (for the group members who had total individual outputs of

21, 52 and 9 points respectively).

Likewise, the chances will also change if your total individual output had remained the

same, but the total individual output of one of your group members had changed (because

they chose a different effort or their total individual output was modified by you or other

group members).

For this example, assume that your total individual output was again 30 and the total

individual output of two of your group members was still 21 and 52, but the fourth group

member had an increase in his total individual output to 18 (instead of 9). Now, instead

of you having a 27% chance of winning you would have a chance of winning of 23%

(30/(30+21+52+18) = 0.23 or 23%). Similarly, your group members would have a 16%,

40% and 14% chance of winning respectively. Notice that the group member whose total

individual output is higher, now has a larger chance of winning, while all other group

members have a smaller chance of winning. Similarly, your chances of winning the bonus

can increase if the total individual output of another member of your group goes down.

Continue with the same example. Suppose your total individual output is 30, the total

indiv. outputs of two other group members are 21 and 9, but the total individual output

64



of the group member who previously had 52 decreases to 30. Then your chance of winning

is 33% (30/(30+21+9+30)=0.33 or 33%).To assist you in your decision, the calculator

on the screen will now also show you how your chance of winning changes as you change

your choices.

End of a Period

At the end of each period, you will see the same information as in Block 1, except now,

you will also be told if you won the bonus or not.

Do you have questions?

B.4 Instructions subjects received fourth

Block 3

The instructions for Block 3 are very similar to those from Block 2. Specifically, you and

your group members will still make decisions for 8 periods where you have the same four

choices: your own effort and the modifications to your group members’ efforts. The costs

and the and gains from the group output are as previously defined. You are in the same

group as before and the types are the same as before. The only change is that in Block 3,

the size of the bonus has increased to 500 [100] Token. Everything else stays as in Block

2. Do you have questions?

B.5 Instructions subjects received fifth

On your computer screen you will see a square composed of 100 numbered boxes, like

shown below.

Behind one of these boxes hides a mine; all the other 99 boxes are free from mines.

You do not know where this mine lies. You only know that the mine can be in any place
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with equal probability. Your task is to decide how many boxes to collect. Boxes will be

collected in numerical order, starting with number 1. So you will be asked to choose a

number between 1 and 100. At the end of the experiment we will randomly determine the

number of the box containing the mine. If you happen to have harvested the box where

the mine is located – i.e. if your chosen number is greater than or equal to the drawn

number – you will earn zero. If the mine is located in a box that you did not harvest –

i.e. if your chosen number is smaller than the drawn number – you will earn an amount

equivalent to the number you have chosen.
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Table 21: Cost Table

Your choice Your choice Your choice
of effort costs of effort costs of effort costs
0 0.00 51 33.29 101 130.57
1 0.01 52 34.61 102 133.17
2 0.05 53 35.96 103 135.80
3 0.12 54 37.32 104 138.44
4 0.20 55 38.72 105 141.12
5 0.32 56 40.14 106 143.82
6 0.46 57 41.59 107 146.55
7 0.63 58 43.06 108 149.30
8 0.82 59 44.56 109 152.08
9 1.04 60 46.08 110 154.88
10 1.28 61 47.63 111 157.71
11 1.55 62 49.20 112 160.56
12 1.84 63 50.80 113 163.44
13 2.16 64 52.43 114 166.35
14 2.51 65 54.08 115 169.28
15 2.88 66 55.76 116 172.24
16 3.28 67 57.46 117 175.22
17 3.70 68 59.19 118 178.23
18 4.15 69 60.94 119 181.26
19 4.62 70 62.72 120 184.32
20 5.12 71 64.52 121 187.40
21 5.64 72 66.36 122 190.52
22 6.20 73 68.21 123 193.65
23 6.77 74 70.09 124 196.81
24 7.37 75 72.00 125 200.00
25 8.00 76 73.93 126 203.21
26 8.65 77 75.89 127 206.45
27 9.33 78 77.88 128 209.72
28 10.04 79 79.88 129 213.00
29 10.76 80 81.92 130 216.32
30 11.52 81 83.98 131 219.66
31 12.30 82 86.07 132 223.03
32 13.11 83 88.18 133 226.42
33 13.94 84 90.32 134 229.84
34 14.80 85 92.48 135 233.28
35 15.68 86 94.67 136 236.75
36 16.59 87 96.88 137 240.24
37 17.52 88 99.12 138 243.76
38 18.48 89 101.39 139 247.31
39 19.47 90 103.68 140 250.88
40 20.48 91 106.00 141 254.48
41 21.52 92 108.34 142 258.10
42 22.58 93 110.71 143 261.75
43 23.67 94 113.10 144 265.42
44 24.78 95 115.52 145 269.12
45 25.92 96 117.96 146 272.84
46 27.08 97 120.44 147 276.60
47 28.28 98 122.93 148 280.37
48 29.49 99 125.45 149 284.17
49 30.73 100 128.00 150 288.00
50 32.00
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C Screenshots

Figure 9: Full screen

Figure 10: Full screen
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Figure 11: Full screen

Figure 12: Full screen

Figure 13: Full screen
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Figure 14: Full screen
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Competitive versus cooperative incentives in teamproductionwith heterogeneous agents

Abstract
A debate among practicing managers is whether to use cooperative or competitive in-
centives for team production. While competitive incentives may drive individual effort
higher, they may also lead to less help and more sabotage; an issue exacerbated when
team members’ abilities are varied. Using a lab experiment, we examine how increasing
competitive incentives affects performance as team composition changes. We find that
competitive incentives generally underperform noncompetitive incentives and a larger
bonus does not generate enough effort to compensate for a loss in help. Our results help
understand better how to balance out individual versus team rewards and how firms
could structure teams when employees have heterogeneous abilities.
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