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Foreword 
 
In 1978, SASP was founded as a biennial winter conference by members of the Institute for 
Atomic Physics (formerly the Institute for Ion Physics, and since 2006 the Institute for Ion 
Physics and Applied Physics) of the Leopold Franzens University Innsbruck, Austria. 
 
From the beginning, the format of SASP has been similar to that of a Gordon Conference, 
with invited lectures, poster presentations with ample time for discussion and indoor and 
outdoor activities. The attendance of the symposium has been kept to about 100 participants. 
 
This international symposium seeks to promote the growth of scientific knowledge and 
effective exchange of information among scientists in the field of atomic, molecular, and 
surface physics. The symposium deals in particular with collisional interactions involving 
different types of collision partners, i.e. electrons, photons, molecules, clusters, and surfaces. 
A special emphasis of SASP 2008 will on the topics of gas-surface interactions, cold 
molecules and helium droplets, and bio-molecules. SASP conferences are usually held in 
Austria, but every other meeting may be held in another alpine country. 
 
SASP conferences took place in the following locations: 
 
 

1978  Zirog, I 
1980 Maria Alm, A 
1982 Maria Alm, A 
1984 Maria Alm, A 
1986 Obertraun, A 
1988 La Plagne, F 
1990 Obertraun, A 
1992 Pampeago, I 
1994 Maria Alm, A 
1996 Engelberg, CH 
1998 Going, A 
2000 Folgaria, I 
2002 Going, A 
2004 La Thuile, I 
2006 Obergurgl, A 
2008 Les Diablerets, CH 
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SASP Erwin Schrödinger Gold Medal 2008 
 
 
In 1992 the ‘SASP Award for Outstanding Scientific Achievements’ was initiated by the 
SASP International Scientific Committee. This award is granted each  meeting to one or two 
scientists, who have made important contributions to SASP. In the past, the award was 
granted to: 
 

1992 David Smith, Birmingham 
1994 Herman Zdenek, Praha 
1996 Werner Lindinger and Tilmann Märk, Innsbruck 
1998 Eldon Ferguson, Boulder, and Chava Lifshitz, Jerusalem 
2000 Jean H. Futrell, Richland 
2002 Eugen Illenberger, Berlin 
2004 Anna Giardini-Guidoni, Roma 
2006 Davide Bassi, Trento, and Martin Quack, Zürich 
 

The recipient of the SASP 2008 award – in form of the ‘Erwin Schrödinger Gold Medal’ 
designed by Zdenek Herman – will be:  
 
 
 

 
 

Helmut Schwarz, Berlin 
 
 
Helmut Schwarz from TU Berlin, Germany, will receive the award for his exceptional 
achievements in the field of Mass Spectrometry, including fundamental contributions to the 
reaction dynamics of ions and gas phase catalysis, which are subjects that have been of key 
interest to SASP since its beginning. Helmut Schwarz also has had long-standing ties to SASP 
showing a continuous commitment to the goals of this conference.   
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New results will be presented on two paradigms of activated dissociative chemisorption: CH4 

+ Ni(111) and H2 + Cu(111).    

A key question regarding CH4 + Ni(111) concerns the role of excited molecular vibrational 

states: is the energy transfer among vibrational modes fast enough to make the reaction of the 

molecule statistical, as held in microcanonical unimolecular rate theory 
1
, or is the reaction 

mode-selective? 

From experiments in which CH4 is mode-selectively pre-excited it is now known that 

dissociative chemisorption of CH4 on Ni is not a statistical process.  Experiments on CH4 + 

Ni(111) and Ni(100) have shown that the 1�3 excited antisymmetric C-H stretch state is 

significantly more effective at promoting reaction than the 3�4 excited bend state,  even 

though 3�4 contains 30% more energy 
2
. In an even more dramatic example, experiments on 

CH4 + Ni(111) have shown that the 1�1 excited symmetric C-H stretch state is an order of 

magnitude more reactive than the 1�3 state,  even though the 1�3 state  contains  more energy 
3
. Before that, experiments on reaction of the isotopomer CH2D2 with Ni(100) had already 

shown that pre-excitation of the combination band (�1 + �6) containing one quantum each of 

symmetric and antisymmetric CH stretch vibration increases reactivity up to 5 times more 

than the antisymmetric stretch overtone (2�6) 
4
.  

Although experimentalists have speculated about the underlying reasons for vibrational mode-

selectivity 
2,3

 of dissociative chemisorption of CH4 on Ni surfaces, the actual underlying 

mechanisms remain unknown.  From the present experiments it is also unknown how pre-

excitation of the �2 symmetric bend mode (which is not infrared active) and of stretch-bend 

combination bands will affect the reactivity of CH4. Our objectives are to provide answers to 

these questions by performing dynamics simulations. 

We have performed density functional theory (DFT) calculations and normal mode analysis to 

model the energy flow among the methane vibrational energy states as the molecule 

adiabatically approaches a Ni(111) surface along the minimum energy reaction path. The 

model is in many ways similar to that used earlier by Halonen et al. 
5
, with, however, some 

crucial differences. Whereas the older work put restrictions on the approach orientation of 

methane and only modelled motion in the CH stretches, in our calculations we model all 

degrees of freedom of methane and put no restrictions on the orientation of the molecule. The 

energies of the vibrational states show avoided and non-avoided crossings, and an analysis of 

the change of the vibrational states along the reaction path allows one to assess whether these 

crossings should proceed mostly vibrationally adiabatically, or diabatically. This should 

provide insight in the vibrational mode-selectivity of the reaction. Results of the vibrational 

analysis will be presented at the meeting. 

The H2 + Cu(111) system is the most studied system in surface science. Many experimental 

measurements 
6-10

 and some theoretical calculations 
11,12

 have been carried out during the last 

3



few decades, to determine the different dynamical parameters that play a role in this process. 

Experiments have been mainly focused on the different factors that influence the dissociative 

(associative) adsorption (desorption) of the molecule on (from) the surface, such as the 

molecule’s initial translational energy or its initial quantum internal state. However 

rotationally inelastic and vibrationally inelastic scattering have also been studied in detail. 

From a theoretical point of view, some low and high dimensional calculations have been 

performed using analytical potential energy surfaces (PESs). But, as shown by us 
12

 these 

studies have been limited by the lack of an accurately fitted PES. 

One goal of our research on H2 + Cu(111) is to complete the picture regarding the 

applicability of the Born-Oppenheimer approximation to the scattering of H2 from reactive 

metal surfaces. A concern for such studies is that the scattering (reactive or inelastic) may be 

accompanied by significant electron-hole pair excitation, and that the resulting dissipative 

energy loss would render results obtained with the Born-Oppenheimer approximation (which 

neglects electron-hole pair excitation) inaccurate. We have recently shown that calculations 

on H2 + Pt(111) using a single PES could accurately describe both reaction and diffractive 

scattering 
13

. This strongly suggests that the Born-Oppenheimer approximation allows an 

accurate description of reaction of hydrogen with metal surfaces. However, one could argue 

that the proof is incomplete to the extent that it has not yet been demonstrated that reaction as 

well as rotationally and vibrationally inelastic scattering can simultaneously be described 

accurately using a single PES, for a system with a significantly higher barrier (about 0.5 eV 

for H2 + Cu(111)) than found for H2 + Pt(111)) (0.06 eV). The H2 + Cu(111) surface is ideally 

suited to answer this question. First of all, electron-hole pair excitation has been argued to be 

important to an accurate description of vibrationally inelastic scattering of H2 from metal 

surfaces on the basis of calculations for the same system, H2 + Cu(111), by Sitz and 

coworkers 
14

, though on the basis of a PES which fails to accurately describe vibrationally 

inelastic scattering in the adiabatic picture 
12

. Secondly, as already mentioned, for H2 + 

Cu(111) detailed experimental information is also available on rotationally 
10

 and 

vibrationally inelastic scattering 
8
. It should be emphasized that the experimental information 

on reaction of H2 on Cu(111) is also very detailed: the experiments of Hou et al. 
6
 effectively 

measure the simultaneous influence on the reaction of the molecule’s orientation, its initial 

rovibrational state, and the collision energy. 

We have already computed the 6D PES representing the electronic interaction for the system 

H2/Cu(111). The ab initio data have been obtained using DFT with the use of the PW91 

generalized gradient approximation 
15

 to take into account the exchange-correlation energy. 

The adsorbate/substrate system has been modeled using a four-layer slab and a 2x2 surface 

unit cell. The PES reproduces very well the main characteristics of the system, as the position 

(molecule on the bridge side) and the value (0.503 eV) of minimum reaction barrier, which 

are in excellent agreement with earlier DFT calculations 
16

. 

The accuracy of our new PES has also been tested in a preliminary fashion through quasi-

classical dynamics calculations. Quasi-classical calculations are very suitable to perform a 

quick test, because they are very ‘cheap’ from a computational point of view, and are 

expected to give a semi-quantitative description of activated reactions 
17

. The dissociation 

probability and the rotational alignment as a function of the translational energy are shown in 

Figs. 1 and 2, respectively. From these two figures we see  a good quantitative agreement 

between experiment and theory. The PES is currently being used in additional QCT and time-

dependent wave packet calculations, results of which will be presented at the meeting. 

 

4



 
 

Figure 1: Dissociation probability as a function of the incidence translational energy. Black 

solid line with symbols: classical theoretical results for H2; green solid line with symbols: 

classical theoretical results for D2; black circles: experimental result for H2 from 
7
; green 

squares: experimental results for D2 from 
18

. 

  

 
Figure 2: Rotational Alignment as a function of the incidence translational energy. Black solid 

line with symbols: classical theoretical results for H2; Red squares: experimental results from 
6
. 
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A comparison of the scattering of vibrationally excited H2 and
D2 from copper and palladium surfaces.

A. Greg O. Sitz
Physics Department, The University of Texas at Austin

The interaction of hydrogen with metal surfaces is a paradigm for detailed studies of
dissociative chemisorption [1, 2]. A key question is to what extent the internal degrees
of freedom and translational energy of the molecules and the motions of the solid (both
electronic and vibrational) have to be considered. We address such questions in our
experiments by using nonlinear optical techniques to both prepare hydrogen molecules
incident on a surface in selected internal states and to detect the scattered molecules in a
quantum state specific manner. Results from studies of energy transfer between gas phase
H2 (D2) and surface degrees-of-freedom are reported with an emphasis on phenomena
which may be non-adiabatic, that is may involve surface electronic excitations, in origin.
Recent experimental and theoretical work indicate that such non-adiabatic effects may be
much more prevalent than has been previously thought. Current theoretical efforts are
aimed at including non-adiabatic effects and need high quality data for comparison [3].

Specifically, measurements are reported comparing the reflectivity of Pd(111) and
Cu(100) surfaces to vibrationally excited H2 and D2 molecules. Dissociation of hydrogen
on Pd is not activated whereas on Cu there is an activation barrier of approximately 0.5
eV. This barrier is very nearly equal to the energy of one quanta of vibration in H2. We
report results of a search for dissociation of H2(v=1) on Cu(100) using laser desorption
to measure adsorbed hydrogen. We also report measurements of the translational energy
loss accompanying collisions of H2(v=1,J=1) with Cu(100) which are elastic with respect
to the internal state; these results are difficult to interpret given the current knowledge
of the H2/Cu potential energy surface and the scattering dynamics.

[1] George R. Darling and Stephen Holloway. The dissociation of diatomic molecules at
surfaces. Report Prog. Phys., 58:1595–1672, 1995.

[2] Geert-Jan Kroes and M. F. Somers. Six-dimensional dynamics of dissociative
chemisorption of H2 on metal surfaces. Journal of Theoretical & Computational Chem-

istry, 4:493–581, 2005.

[3] A. C. Luntz and M. Persson. How adiabatic is activated adsorption/associative des-
orption. J. Chem. Phys., 123:074704-01–074704-06, 2005.
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Hydrogen Bonding Effects in the Dynamics of Polar Gases Colliding with

Functionalized Organic Surfaces

William A. Alexander, Jessica Lu, Diego Troya, and John R. Morris

Department of Chemistry, Virginia Tech, Blacksburg Virginia, 24060

Molecular beam scattering experiments are used to explore how the structure, functionality,

and hydrogen-bonding nature of an organic surface influence the dynamics of energy

exchange in small molecule-surface collisions. Specifically, we explore collisions of 60

kJ/mol Ne, CD4, ND3, and D2O with long-chain CH3-, NH2-, and OH-terminated self-

assembled monolayers (SAMs). Time-of-flight measurements for the scattered gases reveal

the extent of energy exchange and the propensity for each gas to thermally accommodate with

the surface during a collision. Of the four gases studied, Ne transfers the least amount of

translational energy into the monolayers. Neon atoms recoil from the OH-SAM with an

average of 15±1 kJ/mol of energy, while D2O retains only 6.5 ±1 kJ/mol of its 60 kJ/mol

incident energy when scattering from the same surface. Overall, the trend in final translational

energies follow the order Ne > CD4 > ND3 > D2O for scattering from all three SAMs. The

observed trend in the energy exchange is due to a combination of factors that include

differences in the internal degrees of freedom and the gas-surface attractive forces. The

thermal accommodation efficiencies of the four gases follow the opposite trend.

Thermalization for the Ne atoms is nearly negligible for all three monolayers, whereas D2O

and ND3 approach near complete accommodation on the OH- and NH2-SAMs. Together, the

results show that the extent of energy transfer depends on a balance between the rigidity of

the surface, as affected by intra-surface hydrogen bonding, and the strength of the gas-surface

attractive forces, as determined by dipole-dipole and dispersion interactions.

I. Introduction
The dissolution of gas phase molecules into a hydrocarbon liquid or the uptake of a

vaporous species onto a solid organic surface depends on the physical and chemical properties

of the interface that govern the motions of the molecules as they collide. Pioneering molecular

beam scattering experiments by Saecker and Nathanson have provided detailed insight into

the roles of gas-surface collision energy, dipole-dipole interactions, and surface free energy in

determining the outcome of collisions of atomic and

small polyatomic gases on liquid organic surfaces.
1
 Their

studies of Ne, CH4, NH3, and D2O impinging on liquid

glycerol and squalane show that the molecules recoil

from the surfaces with energies that separate into two

channels corresponding to impulsive scattering and

trapping desorption. The final energy distributions of

molecules that scatter impulsively from the surfaces of

the two liquids are found to depend largely on the

kinematics of the system. However, the extent of trapping

Figure 1. Schematic of  our

experimental objectives for scattering

polar, nonpolar, and inert gases from

SAMs where R = CH3, OH, or NH2.
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on the surfaces depends markedly on the gas-surface attractive forces and the rigidity of the

liquid. Overall, these studies have correlated the enthalpies and free energies of solvation with

the final energy distributions of the gases to show that the "like dissolves like" principle can

be used to predict the relative energy transfer and rate of approach to thermal equilibrium for

gas-liquid collisions.
1
 Our studies are designed to explore whether similar principles can be

extended to understand the dynamics of gases colliding with solid organic materials where the

interfacial region is more static, the microscopic structure is different, and the energetic

degrees of freedom of the surface are altered significantly relative to those of a liquid.

The following studies examine collisions of the non-polar gases, Ne and CD4, and

polar gases, ND3 and D2O, with model organic surfaces composed of �-functionalized

alkanethiol self-assembled monolayers (SAMs) on gold. Alkanethiol SAMs on gold provide

the opportunity to study gas-surface scattering dynamics on well-organized, atomically flat

systems where the chemical groups of interest are located precisely at the gas-surface

interface. Pure hydrocarbon surfaces are created by using long-chain CH3-terminated SAMs

and polar hydrogen-bonding groups are placed at the interface by employing NH2 and OH-

terminated SAMs.

II. Experimental
SAM preparation. The SAMs used in this study were prepared by spontaneous

chemisorption of the alkanethiol of interest from a 1mM ethanolic solution onto a clean Au

surface. For each monolayer, the clean gold slides were placed in the solutions for 48 hours,

rinsed with copious amounts of ethanol, dried under a stream of ultrahigh purity nitrogen, and

then immediately transferred to the main UHV chamber (base pressure < 5 X 10
-10

 Torr) via a

load-lock system.

Molecular Beam Scattering.  The experimental set-up has been described previously.
2

High-energy Ne, CD4, and ND3 beams are created by expanding ~2% mixtures of each gas in

H2 at approximately 700 Torr through a 0.05 mm diameter nozzle. After passing through a

conical skimmer, the beam enters a differential pumping stage where it passes through a

chopper wheel to provide 30 �s pulses. The peak energy of each beam was carefully tuned to

60 ± 1 kJ/mol (FWHM ~ 10 kJ/mol) by precisely controlling the mixing ratio.

The surface samples are aligned such that the normal is co-planar and at �i = 30° to the

incident molecular beam. A fraction of the molecules that scatter from the surface is

intercepted by a doubly differentially pumped mass spectrometer oriented at 60° to the

incident beam such that �f = 30°. The TOF distributions of each scattered gas are determined

by monitoring the mass spectrometer signal at m/e = 20 as a function of time.

III. Results and Discussion
Figure 2 shows the final energy distributions, P(Ef), for all four gases scattering from

the OH-, NH2-, and CH3-terminated self-assembled monolayers. Within a two-channel model,

the overall final energy distributions are a sum of a Boltzmann component (BC, dashed line)

and an impulsive component (IC), with relative weighting, � , according to:

P(Ef) = �PBC(Ef) + (1-�)PIC(Ef).
1
 For cases where the gas-surface potential energy well is

sufficient to allow trapping after collision, �  represents the trapping-desorption fraction. In

addition to the BC fraction, the experimental data also reveals information about the fractional

average energy transfer, <�Ef>/Ei = (Ei-<Ef>)/Ei.
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Neon Scattering. We find that the fractional energy transfer for Ne scattering from the

CH3-SAM is significantly greater than for the polar OH- and NH2-SAMs. Previous

experimental studies suggested that the hydrogen-bonding network that forms between alkane

chains in polar protic SAMs creates a more rigid collision partner by restricting the types of

low energy extended motions that facilitate energy transfer on non-hydrogen-bonding CH3-

SAMs.
2,3

 The role of intra-monolayer hydrogen bonding in gas-surface collisions has also

been explored through theoretical studies of Ar impinging on OH- and CH3-SAMs.
4

Methane Scattering. The overall dynamics governing CD4 scattering from the CH3-,
NH2-, and OH-SAMs mirror the dynamics
for Ne scattering. The polar SAMs provide a
more rigid collision partner than the non-
polar SAM.2,3 However, the overall energy
transfer is much greater than for Ne
scattering. In fact, the P(Ef) distributions for
scattering from each SAM display a
maximum intensity close 2.5 kJ/mol, the
peak of a Boltzmann distribution at the
temperature of the surface. Potential energy
calculations show that the CD4-SAM energy
minimum is approximately a factor of three
deeper than the Ne-SAM potentials. The
greater well leads to more efficient energy
transfer and a significant amount of
t rapping,  fol lowed by thermal
accommodation on the surfaces.

Ammonia and Water Scattering.

The observed trends in the scattering

dynamics for the polar gases, ND3 and D2O,

are markedly different than the trends for Ne

and CD4. We find that nearly the entire

P(Ef) for the polar gases can be described by

a Boltzmann distribution at the surface

temperature. That is, very few molecules

that collide with the CH3, NH2-, or OH-

SAMs escape without first thermally

equilibrating on the surface. For the NH2-

and OH-SAMs, the large thermal

components are due to the significant

attractive forces between the polar gases and

the functional groups at the interface. It

appears that the rigid nature of the intra-

monolayer hydrogen-bonding network is

countered by the strong attractive forces

between the gas and the monolayer.

Molecules that would otherwise skip

impulsively off the rigid surfaces are instead

Figure 2. P(Ef) distributions for (a) Ne, (b) CD4, (c) ND3,

and (d) D2O scattering from CH3, NH2, and OH-SAMs.

The dashed line in each figure represents the best fit for a

Boltzmann distribution to the OH-SAM data at the

temperature of the surface.
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pulled into the well, where they readily dissipate their remaining excess energy. Although

attractive forces dominate the dynamics for the polar SAMs, the non-polar CH3-SAM

produces final energy distributions that are also composed primarily of low-energy molecules

that appear thermal in nature. The relatively large BC intensity for ND3 and D2O scattering

from the CH3-SAM, as compared to the polar SAMs, is due to the flexible nature of the

chains within this monolayer that serve as an excellent energy sink for facile dissipation of the

translational energy of the impinging gases.

Our observed trends in the scattering dynamics are very similar to those for previous

molecular beam experiments involving collisions on polar and non-polar liquid surfaces.

Nathanson et al. reported that the final energy distributions for 55 kJ/mol NH3 and D2O

scattering from liquid glycerol and squalane are both composed of large trapping-desorption

components and that trapping is most likely for D2O impinging on the polar liquid, glycerol.
1

Furthermore, their studies reveal that the opposite trend applies to the non-polar gases.

Specifically, the high-energy impulsive channel is much more prominent in the final energy

distributions for Ne and CH4 scattering from the hydrogen-bonding glycerol liquid than for

these gases scattering from the pure hydrocarbon liquid. Our results suggest that, for both

SAMs and liquid surfaces, the interfacial hydrogen bonding network that can form between

polar surface groups creates a more rigid or glassy surface and makes thermal accommodation

and trapping less likely than for collisions on non-polar hydrocarbon surfaces.

IV. Summary
Molecular beam studies of the energy exchange and thermal accommodation

efficiencies for Ne, CD4, ND3, and D2O have been conducted to explore how polar and non-

polar gases interact with hydrogen-bonding and pure hydrocarbon organic surfaces. These

experiments enable direct comparisons to the dynamics of the same gases when they collide

with liquids. Previous experiments that probed collisions of Ne, CH4, NH3, and D2O with

liquid glycerol, a hydrogen-bonding liquid, and squalane, a liquid hydrocarbon,
1
 have

revealed unique insight into the first steps of gas solvation into a liquid. The overall trends in

the extent of energy exchange and the thermal accommodation fractions for the gas-liquid

collisions are remarkably similar to the dynamics of the same gases scattering from the well

ordered, densely packed self-assembled monolayers. The similarities suggest that the structure

of an organic surface is not as important as the character of the interfacial functional groups in

determining the overall dynamics. Furthermore, the comparison implies that SAMs may be a

good model of liquid organic surfaces for exploring gas-surface collision dynamics.

V. Bibliography

[1]  Saecker, M. E.; Nathanson, G. M., J. Chem. Phys. 99, 7056 (1993).

[2]  Day, B. S.; Shuler, S. F.; Ducre, A.; Morris, J. R., J. Chem. Phys., 19, (15), 8084-8096

(2003).

[3]  Ferguson, M. K.; Lohr, J. R.; Day, B. S.; Morris, J. R., Phys. Rev. Lett., 92, (7), 073201

(2004).

[4]  Tasic', U. S.; Day, B. S.; Yan, T.; Morris, J. R.; Hase, W. L., J. Phys. Chem. B (2007).

11



Deceleration and trapping of neutral polar molecules 

Gerard Meijer

Fritz-Haber-Institut der Max-Planck-Gesellschaft,  

Faradayweg 4-6, D-14195 Berlin, Germany  

e-mail: meijer @ fhi-berlin.mpg.de

Getting full control over both the internal and external degrees of freedom of molecules has 

been an important goal in molecular physics during the last decades. In this presentation I will 

detail the experimental approach that we have developed to produce samples of trapped 

neutral molecules. Arrays of time-varying, inhomogeneous electric fields are used to reduce 

in a stepwise fashion the forward velocity of molecules in a beam. With this so-called 'Stark 

decelerator', the equivalent of a linear accelerator for charged particles, one can transfer the 

high phase-space density that is present in the moving frame of a pulsed molecular beam to a 

reference frame at any desired velocity; molecular beams with a computer-controlled velocity 

and with a narrow velocity distribution, corresponding to sub-mK longitudinal temperatures, 

can be produced [1,2]. These decelerated beams offer new possibilities for collision studies, 

for instance, and enable spectroscopic studies with an improved spectral resolution; first 

proof-of-principle experiments have been performed [3,4]. These decelerated beams have also 

been used to load ND3 molecules and OH radicals in an electrostatic trap at a density of 10
7

mol/cm
3
 and at temperatures of around 50 mK [5,6]. Optical pumping of trapped neutral 

molecules due to blackbody radiation has been investigated [7], and trapping of molecules in 

vibrationally or electronically excited metastable states has been used to directly measure 

their radiative lifetimes [8]. Ground-state molecules have been trapped in AC electric field 

traps [9], decelerated molecular beams have been injected in a prototype molecular 

synchrotron [10], and, using micro-structured electrode arrays, a “decelerator on a chip” has 

been constructed and tested. 
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The goal of this program is to develop new tools for the study of gas phase chemical 

dynamics and to use them to study the dynamics of fundamental collisional processes.  The 

processes we have studied in the past include inter- and intra- molecular energy transfer, 

photodissociation dynamics and reactive scattering.  The primary tool we use to study these 

processes has been Ion Imaging.  Ion Imaging is a technique for the measurement of the 

velocity (speed and direction) of a laser-produced ion.  As such it extends and enhances the 

sensitivity of Resonant Enhanced Multi-Photon Ionization (REMPI) detection of molecules 

and atoms.  We have been using Ion Imaging to study a new method for the production of 

ultra-cold molecules, kinematic cooling.  We continue to develop the kinematic cooling 

technique for the production of samples of ultra-cold molecules and their use in the study 

of collisional processes. We also are studying half collisions that are sensitive to the long 

range part of the potential energy surface by the study of photodissociation of small 

molecules and clusters near threshold.  In the future we are extending the kinematic cooling 

technique  to the trapping and cooling molecules in a Magneto Optical Trap (MOT) for the 

purpose of collisional studies. 

 

Background and Recent Progress 
The cooling of atoms to ultra-cold temperatures (microKelvin to nanoKelvin) has resulted 

in spectacular discoveries such as the realization and study of new states of matter that 

include Bose Einstein Condensates, Bardeen-Cooper-Schrieffer (BCS) gasses and 

degenerate Fermi gasses.  The production of ultra-cold atoms has enabled ultra-high 

resolution spectroscopy studies leading to more precise atomic clocks, the most accurate 

determination of the energy of the highest bound vibrational levels in diatomic wells, along 

with such things as the development of gravity gradient detectors and the production of 

matter-wave lasers.  All of these areas of research have molecular analogs that can be 

explored when methods for achieving molecules at ultra-cold temperatures are developed. 

Furthermore, the added complexity of molecules including, permanent dipoles and 

quadapole moments, complex rotational and vibrational structure and chemistry, offer rich 

areas of unexplored scientific investigation and possible new sorts of measurements (i.e. 

dipole moment of the electron and studies of quantum entanglement) and devices (i.e. 

quantum computers) in the future. All of these areas have remained unexplored due to the 

inability to routinely make ultra-cold samples of molecules. The cooling and trapping of 

molecules has proven more difficult than cooling and trapping of atoms because the 

electronic structure of even the simplest molecules renders laser cooling ineffectual.  We 

have demonstrated a unique technique for formation of milli-Kelvin temperature molecules 

based on our own fundamental research in molecular collision dynamics.  

 

My research focuses on the field of chemical dynamics of gas phase molecular species.  

Our interest is to study collisions at very low collision energies in an effort to learn about 

the long range potential between the atoms and molecules. At low energies the deBroglie 

wavelengths of the particles grow to be much larger than their hard-sphere collision 
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diameter and understanding the coupling between collision partners at long range is what 

we hope to uncover.  These collisions are important for many practical reasons, for instance 

collisions that change the quantum state of a molecule, by a reorienting collision, can take a 

trapped molecule and allow it to escape a magnetic or electrostatic trap.  Collisions that 

exchange translational energy but do not change internal quantum state of the molecules 

will contribute to the thermalization of a sample of molecules in a trap.  Our immediate 

goal is to trap some of the cold molecules. We have demonstrated we are capable of 

producing and measuring their lifetime in a trap as a function of density and well depth of 

the trap.  Here we report on the progress we have made toward this goal.   

 

Our collisional cooling method
 
does not rely on any specific physical property of either 

colliding species except their masses, because production of a zero velocity sample is a 

consequence of the experimentally selectable energy and momenta of the collision pair.  

Moreover, this technique can be used to prepare a single, selectable ro-vibronic quantum 

state for trapping.  We first demonstrated this technique using inelastic collisions between 

NO molecules in one beam and Ar in the other, specifically NO(
2
�1/2,j=0.5) + Ar � 

NO(
2
�1/2,j'=7.5) + Ar.   Using the Ion Imaging technique for measuring the velocity 

distribution, we measured scattered NO(
2
�1/2,j’=7.5) with a velocity distribution that is 

centered about zero, with an upper limit root-mean-square (rms) velocity of 15 m s
-1

.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The largest hurdle to trapping molecules produced by this collisional cooling technique is 

that the molecule that are slowed are stopped (upper image Fig. 1) at the intersection of the 

two molecular beams.  These slow molecules are then collided with and removed by the 

effusive molecular beam that follows the supersonic beam.  We have worked hard to 

develop experimental condition such that the cold molecules are left in the wake of the 

atomic and molecular beams.  In Figure 1 is shown a plot of the time evolution of the cold 

molecules as the 120 μsec long molecular beam collides with the atomic beam.  We have 

now been able to have cold molecules live for longer than 100 microsecond after the beams 

have been turned off (lower image of Fig. 1).  It should be now possible to trap these 

molecules.  From measuring the “fly out” time of the ultra-cold molecules from the laser 

beams we estimate the mean velocity of the NO to be about 4.5 m/s corresponding to a 

temperature of roughly 40 milli-Kelvin. 

 

Delay time (μ sec) 

650        700       750        800        850       900 

Cold  
Molecule 
Signal 
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In a separate group of experiments we are studying the near threshold dissociation of the 

NO-Ar complex.  The NO-Ar cluster forms a T-shaped cluster with a well depth of about 

88 cm
-1

, which will dissociate when excited by light at slightly higher energy than the NO 

(A-X) transitions at 226 nm.  The dissociation products are NO (A) and an Ar atom.   In the 

past we
3
, and others, have studied the rotational distribution obtained when this cluster is 

dissociated at several energies above the threshold for dissociation (44290 cm-1).  In 1993 

the group of Tsuji, Shibuya and Obi
4
 published a paper where they state-selectively 

monitored the A state NO dissociation products by using resonant ionisation through the E 

state of NO.  As the NO (A) state has a lifetime of about 80 nanoseconds it is possible to 

monitor the nascent distribution of NO formed in the dissociation by this resonant 

ionisation scheme.  They reported observing broad resonances near threshold when 

monitoring the NO (A, J=0,1,2,3) states.  A spectrum we recorded of these resonances is 

shown in Figure 2.  These resonances were assigned to tunnelling resonances of the NO 

(A) state and a barrier to dissociation of approximately 25 cm
-1

 was postulated for the 

cluster at the NO (A) state asymptote.  The problem is that if one does a simplified 

calculation of the tunnelling probability of an NO molecule through a 25 cm
-1

 high barrier 

1 angstrom wide one finds the probability to be on the order of 10
-14

,corresponding to a 

lifetime of seconds, yet dissociation must take place on a nanosecond time scale for the 

products to be observed in the experiment.  The nature of these resonances is what we wish 

to explore.  We have measured action spectra, the recoil energy of the products, the 

alignment of the NO products and the time evolution of the products.  In figure 2 are two 

images taken using resonant ionisation to select a particular state of the NO (A) product.  

They were taken with a 10 nanosecond time delay between the excitation laser and the 

probe (ionisation) laser. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Spectrum and Images of NO (A) recoil  
after NO-Ar dissociation at 44316.5 cm

-1 

NO A (J=0) 

NO A (J=2) (NO A-X) 
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Imaging nucleophilic substitution dynamics

J. Mikosch, S. Trippel, R. Otto, C. Eichhorn, P. Hlavenka, M. Weidemüller, and
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USA

To study the quantum dynamics of molecular collisions and reactions, kinematically
complete experiments with crossed molecular beams are an invaluable tool [1]. We extend
such crossed-beam studies to slow ion-neutral collisions in order to unravel quantum
scattering properties such as resonances and product branching ratios under the influence
of the long-range ion-dipole interaction. One of the most important examples for this
purpose is the class of nucleophilic substitution SN2 reactions of negative ions, X− + RY
→ RX + Y− [2].

To carry out kinematically complete experiments on the reactions of slow ions with
neutral targets, we have combined a crossed-beam imaging experiment with a source of
low-energy ions. The reactant ions feature kinetic energies between 0.4 and 5 eV and
200 meV energy resolution (FWHM). This system allowed us to observe a transition in
the charge transfer dynamics of Ar+ with N2 below 1 eV relative energy, represented by a
switch to large-angle scattering [3]. Together with the observation of vibrationally excited

Figure 1: Contour plot of the differential cross section for Cl− + CH3I at 1.9 eV relative
collision energy

16



N+
2 products, which is not expected from calculations [4], this may indicate the presence

of a quantum scattering Feshbach resonance [5].
Here we report on experiments on the SN2 reaction

Cl− + CH3I −→ ClCH3 + I−,

where we investigate the differential scattering cross section for this important class of
reactions [6]. At collision energies between 1 and 5 eV we observe highly structured dif-
ferential cross sections that change significantly with collision energy (see Figure). These
data allow us to differentiate between several different reaction mechanisms. Above 1 eV
collision energy the reaction proceeds predominantly by the classical co-linear SN2 mech-
anism. At the lower collision energies of 0.4 eV, we observe a different mechanism, namely
capture into a long-lived ion-dipole complex. These experimental results are compared
with a statistical phase space model and with high-level direct dynamics trajectory calcu-
lations [7]. This comparison has revealed an unexpected “roundabout” mechanism, which
involves a rotation of the CH3I molecule and a different product energy partitioning [6].

In further experiments we are working towards bringing the reactant CH3I molecule
into a strong laser field to study reactions with laser-aligned molecules. In the future
we will also use of the new ion-molecule crossed beam imaging system to study micro-
solvation effects in SN2 reactions with anions embedded into water clusters.
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DNA base clusters as models of prebiotic chemistry 
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From a chemical perspective one may define the origin of life as the synthesis of the first 

macromolecule with a replication scheme. For life, as we know it on earth, this 

macromolecule would have been an RNA molecule, according to prevailing current theories. 

Once such a replicating, or autocatalytic, macromolecule exists, evolution can be called on as 

the model for further development of life. One might postulate the formation of random 

polymers of which at some point those that could self-replicate survived. Today such 

synthesis is mediated by an extensive biochemical machinery, involving complex proteins and 

enzymes. Therefore a central question for any prebiotic scenario is how such synthesis could 

have taken place absent the current biological pathways. Furthermore other base pair schemes 

and even alternative backbones would be possible for the construction of self-replicating 

biopolymers. Therefore the question needs to be addressed whether there is anything in the 

possible prebiotic chemistry of the nucleobases that makes the outcome that we know today 

more likely, if not inevitable. 

In order to study the fundamental properties of nucleobases without the contemporary 

biological environment we study them as isolated molecules, in the gas phase. We investigate 

their interactions by studying isolated clusters. We achieve this isolation by combining neutral 

laser desorption and jet cooling to form molecular beams of biomolecular building blocks and 

their clusters. We study the target molecules with a combination of double resonant laser 

spectroscopy and mass spectrometry, analyzed with the help of quantum chemical 

computations. We also investigate the possible role of water as a solvent by creating mass 

selected clusters with specific numbers of water molecules
1, 2

. 

We focus on two basic questions that govern fundamental nucleobase interactions:  

(a) What are possible preferred structures that various heterocyclic compounds can form with 

each other? These compounds can adopt multiple tautomeric forms and a variety of hydrogen 

bonded and � stacked structures. Only a few very specific forms of the many possible 

structures make up today’s critical biomolecules. The relative stabilities of these non-

covalently bound structures must be investigated to asses the likelihood of different possible 

synthetic intermediates and products. 

(b) How can excited state dynamics mitigate UV photochemical damage in nucleobase 

interactions? This question is motivated by the observation that most of the heterocyclic 

compounds that today are involved in replication are uniquely photochemically stable while 

other derivatives of the same compounds often are not. Yet more surprisingly, we have found 

many cases in which the biologically most relevant tautomeric form is UV stable, while other 

tautomeric forms of the same compound are not. We have even found that the Watson-Crick 

structure, adopted by the guanine-cytosine (GC) base pair in DNA, exhibits a self healing 

mechanism upon UV absorption, while other structures of the same base pair are vulnerable 

to UV radiative damage. These findings are very intriguing, because under prebiotic 

conditions there would have been no ozone layer in the atmosphere and thus UV 

photochemistry may have played a much more important role than is the case today. 
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Figure 1 – 6 possible 

alternate base pair structures 

formed by an extended 

genetic lexicon, proposed by 

Yang et al. 3. (a) GC Watson-

Crick; (b) 2,4amino-

perymidine-xanthine.   

We focus on N-heterocyclic compounds, such as purines and pyrimidines. These compounds 

include, but are not limited to, the five nucleobases that make up life as we know it today, 

guanine (G), cytosine (C), adenine (A), thymine (T), and uracil (U). We also include 

variations and derivatives of these compounds, such as xanthine (X), hypoxanthine (HX) and 

various methyl, amino, and hydroxyl derivatives of all of these. 

Figure 2: IR-UV double resonant and R2PI spectra of three guanine-cytosine cluster structures. 
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It is not at all obvious how in a richly diverse mixture of heterocyclic compounds the RNA 

and DNA bases would be selected to form the preferred building blocks of replicating 

macromolecules. Other nucleobase combinations could possibly have led to successfully 

replicating compounds. Figure 1 shows examples of alternate base pairs that adopt geometries 

identical to that of the canonical GC pair in the Watson-Crick (W-C) configuration in DNA, 

shown in Figure 1(a)
4
. A key question therefore for prebiotic chemistry is whether there are 

any chemical properties that we can identify that would make the canonical RNA and DNA 

bases stand out in early macromolecular synthesis, such as exceptional stabilities of specific 

structures.  

 

Figure 2 shows data we obtained for three isolated GC base pair structures
5, 6

. Row A shows 

results for the Watson-Crick (WC) structure. Row B and C represent the second and third 

lowest energy structures, respectively. The second column shows the IR-UV double 

resonance data, compared with the ab initio calculations of the vibrational frequencies. The 

third column shows the UV excitation spectra, measured by resonant two-photon ionization 

(R2PI). The UV spectrum is broad for the WC structure (A) and exhibits sharp vibronic lines 

for the other structures.  

 

Figure 3: Jablonkski diagram, 

demonstrating competition between 

internal conversion (IC), intersystem 

crossing (ISC) and fluorescence. Rapid 

IC converts electronic excitation from 

UV absorption to heat in the electronic 

ground state (S0). Absent IC the excited 

electronic state (S1) or triplet state (T1) 

can lead to various chemical reactions. 

The inset shows a schematic model for 

rapid IC through conical intersections 

that couple S1 and S0, possibly via a 

third “doorway” state.  

 

In the WC structure the excited state (S1) is coupled to the ground state (S0) by an 

intermediate state (of charge transfer character) via barrierless conical intersections
7
. For the 

other structures small differences in relative energies cause the existence of barriers that lead 

to discrete spectra and lifetimes that can be two orders of magnitude longer. The rapid internal 

conversion pathway indicated here for the WC structure provides it with significantly 

enhanced photochemical stability, absent in the other longer lived structures. This implies that 

structure specific excited state lifetimes may have affected the eventual chemical makeup of 

critical biomolecules. 

. 
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Figure 4: Low energy structures of GC, GG, and 

CC base pairs, according to ab initio calculations. 

The left most column, shaded in red, is the 

biologically relevant structure – Watson-Crick in 

the case of GC. Of these the GC structure has a 

broad UV spectrum and we have not observed the 

others in nanosecond R2PI experiments. The right 

hand two columns represent non-biological 

structures. We have observed all of these as sharp, 

structured UV spectra in R2PI experiments. Yellow 

circles indicate position of sugar in corresponding 

nucleosides.  

 

The process of “self healing” by internal conversion, following UV absorption, shown 

schematically in Figure 3, appears to be quite general. All nucleobases involved in replication 

have short excited state lifetimes. This phenomenon is often even more subtle and specific. 

For example, for guanine the biologically most relevant tautomer (the 9H keto form) has a 

short lived excited state due to a conical intersection that does not affect other tautomers in 

the same way
8
. The same is true for specific isomers, such as adenine which is short lived 

while its non-biological structural isomer 2 aminopurine is not
9-12

. Figure 4 shows the 

example of base pair structures that appear to exhibit short lived excited states only in the 

biologically most relevant structure. 

 

We will also report on results with alternate nucleobases and on clusters with water 
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Photodetachment and photodissociation mass spectrometry of DNA 
multiply charged ions 

V. Gabelica, F. Rosu, E. De Pauw

Mass Spectrometry Laboratory, Department of Chemistry, University of Liège, Belgium

R. Antoine, T. Tabarin, M. Broyer, P. Dugourd 

Laboratoire de Spectrométrie Ionique et Moléculaire, Université Lyon I et CNRS, France 

We recently explored the effects of irradiating DNA polyanions stored in a quadrupole ion 

trap (QIT) mass spectrometer with an optical parametric oscillator (OPO) laser between 250 

nm and 285 nm. We studied DNA 6-mer to 20-mer single strands, and 12-base pair double 

strands. In all cases, laser irradiation causes electron detachment from the multiply charged 

DNA anions (Figure 1). Electron photo-detachment efficiency directly depends on the 

number of guanines in the strand, and maximum efficiency is observed between 260 and 275 

nm. Collisional activation of the radical anions results in extensive fragmentation, which can 

be used to sequence the DNA strands. It has therefore important potential applications in 

analytical chemistry [1]. 

Figure 1: Example of electron photodetachment mass spectrum. 

We will discuss the electron photodetachment mechanism (Figure 2). Electron 

photodetachment at 260 nm (4.77 eV) is a one-photon process. It is likely very fast, given that 

it is able to compete with internal conversion and/or radiative relaxation to the ground state. 

The DNA [6-mer]
3-

 ions show a marked sequence-dependence of electron photodetachment 

yield [2]. Remarkably, the photodetachment yield (dG6 > dA6 > dC6 > dT6) is inversely 

correlated with the base ionization potentials (G < A < C < T). Sequences with guanine runs 

show increased photodetachment yield as the number of guanine increases, in line with the 

fact that positive holes are the most stable in guanine runs. This correlation between 

photodetachment yield and the stability of the base radical may be explained by tunneling of 

the electron through the repulsive Coulomb barrier. The calculations and the wavelength 

dependence suggest that the electron photodetachment is initiated at the bases and not at the 

phosphates. This also indicates that, although direct photodetachment could also occur, 

autodetachment from excited states, presumably corresponding to base excitation, is the 

dominant process at 260 nm. 
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Figure 2: Photodetachment mechanism proposed for 

DNA excited around 260 nm. Slight changes in electron 

binding energy (BE) result in large changes in 

photodetachment efficiency because of the repulsive 

Coulomb barrier (RCB).  

The wavelength-dependence of electron detachment yield was studied for dG6
3-

. Maximum 

electron photodetachment is observed in the wavelength range corresponding to base 

absorption (260-270 nm) [2]. This demonstrated the feasibility of gas-phase UV spectroscopy 

on large DNA anions. We recently have compared the action UV spectra of single-stranded 

and double-stranded DNA (Figure 3). Interestingly, we found that for a 12-mer duplex 

containing 100% of GC base pairs, action spectra are shifted in the duplex compared to the 

single strand. This shows that the bases' environment (possible the base stacking) plays a role 

in the absorption efficiency or in the photodetachment efficiency. This will be further 

explored in the near future. 

Figure 3: Action UV spectrum of single-stranded and double-stranded 

DNA ions: photodetachment yield as a function of the excitation 

wavelength for single-stranded [dCGCGGGCCCGCG]
3-

 and the double-

stranded [(dCGCGGGCCCGCG)2]
5-

 ions. 
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Finally, we also obtained preliminary results on laser irradiation of DNA coupled to other 

chromophores (covalently bound or noncovalently bound). Depending on the chromophore, 

three different behaviors are encountered [3]: (1) the photon energy can be redistributed in the 

molecule by internal conversion, (2) electron photodetachment was observed for a few 

chromophores, and (3) specific photodissociation was observed for a porphyrin chromophore 

(see poster presentation of F. Rosu). Interestingly, the chromophores resulting in electron 

detachment are all known fluorescent molecules, but the fluorophore needs to be 

noncovalently bound near the DNA bases for photodetachment to occur. Furthermore, 

photodetachment was found to be multiphotonic. The proposed mechanism (Figure 4) is 

therefore a two-step photon absorption by the ligand, followed by coupling to the DNA 

excited states, from which electron photodetachment can occur. 

Figure 4: Photodetachment mechanism proposed for DNA complexes 

with noncovalently bound chromophore, excited at the chromophore 

absorption wavelength where DNA does not significantly absorb. (d) 

DNA with noncovalently bound fluorophore ligands L can absorb two 

photons and electron photodetachment occurs via coupling with the 

DNA excited states. (BE = electron binding energy; RCB = repulsive 

Coulomb barrier) 
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Top-down Structural Analysis of Biomolecules in the Gas Phase by 
Electron Capture/Transfer Dissociation 

Yury O. Tsybin

Biomolecular Mass Spectrometry Laboratory, Ecole Polytechnique Federale de Lausanne, 

1015 Lausanne, Switzerland

Gas-phase activation/dissociation of charged macromolecules, with a focus on peptides, 

proteins, and DNA, due to interaction with charged and neutral small molecules, photons and 

electrons form a solid basis of tandem mass spectrometry – an indispensable analytical tool in 

modern life-science oriented research. The application area of tandem mass spectrometry is 

very wide – from targeted small molecule analysis (organic chemistry) to structural analysis 

of complex mixtures of small molecules (metabolomics, petroleomics, etc.), higher up to 

peptide structure elucidation (peptidomics and bottom-up proteomics) and protein primary 

and high order structure analysis (top-down proteomics).  

A decade ago in a manuscript entitled “Electron Capture Dissociation of Multiply Charged 

Cations. A Nonergodic Process” for the first time the use of low energy electrons was 

demonstrated for peptide and protein structural analysis [1]. Since then, 445 papers cited the 

original ECD paper with on of the latest ones being “Is Dissociation of Peptide Radical 

Cations an Ergodic Process?” [2]. The number of citations indicates application-oriented 

power of ECD in peptide and protein structural analysis whereas titles of these two papers 

reveal exciting debates over the past 10 years on understanding of the process fundamentals. 

The question mark in the second title indicates that the electron capture dissociation (ECD) 

code is yet to be unveiled. Development of younger electron transfer dissociation (ETD) has 

been noticeably accelerated by the knowledge accumulated in ECD community. Rapid 

progress allows ETD to complement and extend ECD role in the upfront research activities.

In ECD/ETD, interaction of a multiply charged peptide or protein ion with an electron/anion 

results in cleavage of N-C� bonds along the peptide backbone, including charge site-remote 

backbone cleavages. The complementary N-terminal and C-terminal ECD/ETD products may 

be held together by weak bonds, for instance hydrogen bonds, forming [c+z]complex as a radical 

intermediate. Although several attempts to reveal the influence of amino acid distribution and 

other precursor ion properties on ECD product ion formation have improved fundamental 

understanding of ECD, practical utility has not advanced significantly. 

Here we will present recently gained experimental and fundamental insights into peptide and 

protein ion activation/dissociation in the gas phase due to low-energy electron 

capture/transfer. Particularly, we will describe analytical utility of gas-phase radical ion 

chemistry (hydrogen atom rearrangement between dissociation products) upon ECD/ETD [3], 

the role of amino acid hydrophobicity in the probability of product ion formation (product ion 

abundance), correlation of product ion abundance distribution with peptide secondary 

structure in solution and suggest our model for ECD/ETD dissociation reaction.

[1] Zubarev R.A., Kelleher N., McLafferty F.W. JACS 120(13), 3265-3266 (1998) 

[2] Laskin J. et al. JACS 129, 9598-9599 (2007) 

[3] Tsybin Y.O. et al. Anal. Chem. 79, 7596-7602 (2007) 
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MOLECULAR BEAM STUDIES OF ELECTRONICALLY NONADIABATIC MOLE-

CULE-SURFACE INTERACTIONS

A. M. Wodtke1, H. Nahler1, J.D.White1 , J. Larue1, D.J. Auerbach2  I. Rahinov, R. Cooper, Cheng Yuan3

1Dept. of Chemistry and Biochemistry, UCSB, Santa Barbara, CA, 93106-9510, USA 
     2Gas Reaction Technologies Inc., 861 Ward Dr., Santa Barbara, CA, 93111, USA 

 3Dalian Institute of Chemical Physics, 457 Zhongshan Rd. Dalian, Liaoning 116023, P. R. China 

The so-called “Standard Model of Chemical Reactivity” was first described by Michael Polanyi and 

Henry Eyring in 19351, when they realized that the Born-Oppenheimer approximation2 could be used to 

dramatically simplify the solution to the many-body Schrödinger equation. This insight led to the compu-

tational machinery that allows one to construct a potential energy surface describing all of the forces be-

tween the atoms taking place in a chemical reaction. Knowledge of the inter-atomic forces allows accu-

rate computer simulations of chemical reactions, in principle providing every knowable characteristic of 

that reaction under any conceivable set of reaction conditions. Since that time, our methods for solving 

Schrödinger equations, especially the advent of Density Functional Theory3, have advanced significantly. 

Development of ever more powerful computers has accelerated the rise in importance of theoretical 

chemistry. Some remarkable successes include: The quantitative agreement between experiment and the-

ory for the prototypical H + HD � H2 + D4 and the advent of the successful use of theoretical advice for 

new industrial heterogeneous catalyst development5.

Figure 1: The first potential energy surface for a chemical reaction was devised in 1935 to explain the 

simplest H + H2 � H2 + H reaction (Left). Today, theoretical chemists are able to accurately explain 

reactions occurring at the surface of a bulk metal, providing a quantitatively accurate look at the inner 

workings of reactions important to heterogeneous catalysis (Right). 

Understanding reactivity at solids, especially solids that are models for heterogeneous catalysis is an 

extremely exciting forefront area of modern research. Furthermore, as heterogeneous catalysis is involved 

in about 1/3 of the modern economy in one way or another, how we apply modern theory to this problem 

has become a question of profound significance. At the heart of the “Standard Model” is the Born-

Oppenheimer approximation, which requires that electrons not be promoted to excited states by the mo-

tion of the heavy atoms as they react. The physical picture that justifies this assumption is the large differ-

ence in time-scales for electron motion compared to the atomic nuclear motion. While this assumption has 

proven highly accurate for many gas-phase reactions, it is inherently suspicious for reactions taking place 

at the surface of solid metals. The Heisenberg Uncertainty Principle tells us that confining electrons in 

space drives up their translational energy. The high speeds they obtain on small isolated molecules a few 

Å in size, ensures they move much more rapidly than the atomic nuclei. For metallic (or for that matter 

semiconductor) conduction electrons in solids that are delocalized over large distances, electron transla-

tional energies can be much smaller and the separation of time scales need not necessarily hold.  
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In recent years there has been a flurry of new work 

probing the limits of the validity of the Born-

Oppenheimer approximation and therefore the “Standard 

Model” for reactions at metals. These include the failure 

of the Standard Model to accurately account for the ex-

perimentally observed N2 vibrational excitation in the 

recombination of N-atoms desorbing from Ruthenium6

the direct observations of ‘chemicurrents’7 and in another 

case the incidence energy dependence of O2 dissociative 

adsorption on Aluminum8.

We have performed experiments showing that hun-

dreds of kJ/mol of vibrational energy can be transferred 

from a vibrationally excited molecule to electrons of a 

metal9. For example, when collisions occurring at a 

Cs(0.5ML)/Au(111) surface involve NO molecules with 

vibrational energy exceeding the surface work function, 

electron emission is observed. This phenomenon, dubbed 

“vibrationally promoted electron emission” is a conven-

ient approach to the study of Born-Oppenheimer break-

down in molecule-surface interactions 10.

Recently, we have used molecular beams of highly 

vibrationally excited molecules and controlled, narrow 

speed distributions colliding with low work-function sur-

faces to characterize the molecular velocity dependence 

of this phenomenon. The vibrationally promoted electron 

emission increases as the velocity of the molecule is de-

creased and at the lowest velocities attainable in our in-

strument, we find electron emission probabilities as large 

as 0.2. In contrast previous reports  of exoelectron emis-

sion (without vibrational excitation)exhibit a strong posi-

tive velocity dependence and probabilities of 10-4-10-6 11.

We observe similar behavior when we work with NO 

molecules in their vibrational ground state.  

The remarkable new behavior seen here occurs for 

large amplitude vibration in the limit of zero velocity. 

This signifies that it is not the motion of the molecule 

toward the surface that is responsible for Born-Oppenheimer breakdown. Rather it is the high inter-atomic 

speeds associated with large amplitude vibrational motion similar to bond formation that excites the elec-

trons. This has quite-thought provoking implications for surface chemistry as it suggests that the kind of 

Born-Oppenheimer breakdown we have seen for scattered molecules from surfaces may also be at play 

for molecules in the “zero-velocity limit”, that is to say atoms and molecules adsorbed to metal surfaces.  
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Figure 2: The velocity dependence for vibra-

tionally promoted electron emission quantum 

yield. In this experiment, NO in specific vibra-

tional states collides with a surface with a 

work function equal to the energy of 

NO(v=7.5).For the ground vibrational state, a 

positive velocity dependence is observed fol-

lowing the predicted e-v0/v dependence. For 

vibrational states whose energy exceeds the 

work function, an inverse velocity dependence 

is seen, indicating a different mechanism is at 

play. Furthermore absolute quantum yields 

are about 1 million times larger. This provides 

the direct evidence for the breakdown of the 

“Standard Model” in molecule-surface inter-

actions. We infer from this that adsorbed at-

oms and molecules (that is molecules in the 

“zero-velocity limit”) undergoing bond forma-

tion may exhibit similar catastrophic break-

down of the Born Oppenheimer approxima-

tion.   

But how general is such behavior? In the absence of predictive theories of electronically nonadiabatic 

effects, we seek ‘intuitive proxies’ that might guide our thinking, perhaps even provide the basis for 

chemical trends. The energy of the affinity level is one such proxy, which (if valid) would order the elec-

tronically nonadiabatic propensity of three common molecules as follows: NO>HCl>H2. While electroni-

cally nonadiabatic effects for NO are now reasonable well established, and at least much of H2 surface 

chemistry is explained by the standard electronically adiabatic model12, HCl is an interesting intermediate 

case.

With an improved apparatus developed over the last three years, we were able to observe vibrational 

excitation of HCl (v=0�1) in collisions with Au(111), even where vibrational excitation probabilities are 

lower than 10-6. In this work we find results that we interpret as a transition from a low surface tempera-
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ture regime where mechanical energy transfer dominates, 

to a regime at high surface temperature that resembles the 

incidence energy and surface temperature dependence be-

havior originally reported by Rettner and Auerbach for 

NO/Ag13. We are able to construct a model that accurately 

decomposes the contribution of the two energy transfer 

mechanisms in 24 experiments at different surface tem-

peratures and incidence energies. Interestingly, these re-

sults suggest that a high temperature regime may exist for 

many systems where molecule-surface interactions are 

dominated by electronically nonadiabatic influences, a 

speculation that may have significant implications for 

many high temperature chemical systems. 

We have also begun the first studies of vibrationally 

excited HCl(v=2) prepared by overtone pumping. With our 

new instrument, we are able to excite the HCl molecules in 

a very small (0.1 mm or less) packet very close to the sur-

face (within 0.5 mm). Then by performing REMPI detec-

tion of recoiling molecules at only a 15 mm distance, we 

may obtain high resolution TOF information, reflecting the 

changes in velocity that accompany the scattering events. 

Figure 4 shows some of the first results in this direction, 

after the raw TOF data (upper two panels) has been in-

verted to Flux vs. Translational energy (lower panel).  The 

energy distribution shows that even for the vibrationally 

elastic channel, more than 60% of the incident translational 

energy is transferred to surface excitation. Comparison to purely mechanical systems, like Ar/Pt with a 

similar mass ratio, exhibits much less energy transfer. We speculate that this data may be some of the first 

clear evidence for strong translational excitation of electron hole pairs. For vibrational relaxation (also 

shown in the lower panel) the translational energy distribution is remarkably similar, suggesting that vi-

brational to translation energy transfer plays only a minor role here. While comparison with theory is 

critically needed, these observations imply that trapping probabilities might depend on electronically non-

adiabatic molecule-surface interactions.  
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Figure 3: Surface temperature-dependence of 

the vibrational excitation probability of HCl 

(v=0�1) scattered from Au(111) for 4 inci-

dence translational energies. Comparison to 

NO data is also shown (from previous work). 

The Arrhenius-like dependencies with the 

expected Ea (slope) fixed at the HCl v=0-1 

energy spacing (0.36 eV) are shown as solid 

lines. The Arrhenius dependence expected for 

NO with Ea (slope) set by the vibrational 

spacing in NO (0.23 eV) is shown as a dashed 

line. These results appear to indicate a tran-

sition to an electron mediated energy transfer 

mechanism at high surface temperatures. 

REFERENCES
1H. Eyring and M. Polanyi, Sonderdruck aus Z. Phys. Chem. B4, 12 (1930). 
2M. Born and E. Oppenheimer, Ann. Physik 84, 457 (1927). 
3W. Kohn, Rev. Mod. Phys. 71 (5), 1253 (1999). 
4D. X. Dai, C. C. Wang, S. A. Harich, X. Y. Wang, X. M. Yang, S. D. Chao, and R. T. Skodje, Science 

(USA) 300 (5626), 1730 (2003). 
5C. J. H. Jacobsen, S. Dahl, A. Boisen, B. S. Clausen, H. Topsoe, A. Logadottir, and J. K. Norskov, Jour-

nal of Catalysis 205 (2), 382 (2002). 
6L. Diekhoner, L. Hornekaer, H. Mortensen, E. Jensen, A. Baurichter, V. V. Petrunin, and A. C. Luntz, J. 

Chem. Phys. (USA) 117 (10), 5018 (2002); L. Diekhoner, H. Mortensen, A. Baurichter, E. Jen-

sen, V. V. Petrunin, and A. C. Luntz, J. Chem. Phys. (USA) 115 (19), 9028 (2001). 
7B. Gergen, H. Nienhaus, W. H. Weinberg, and E. W. McFarland, Science (USA) 294 (5551), 2521 

(2001).
8J. Behler, B. Delley, S. Lorenz, K. Reuter, and M. Scheffler, Phys. Rev. Lett. 94 (3) (2005). 
9A. M. Wodtke, Y. Huang, and D. J. Auerbach, J. Chem. Phys. 118 (17 ), 8033 (2003); M. Silva, R. 

Jongma, R. W. Field, and A. M. Wodtke, Ann. Rev. Phys. Chem. 52, 811 (2001); Y. H. Huang, 

C. T. Rettner, D. J. Auerbach, and A. M. Wodtke, Science (USA) 290 (5489), 111 (2000); Y. 

28



Huang, A. M. Wodtke, H. Hou, C. T. Rettner, 

and D. J. Auerbach, Phys. Rev. Lett. 84 (13), 

2985 (2000); A. M. Wodtke, H. Yuhui, and 

D. J. Auerbach, Chem. Phys. Lett. 413 (4-6), 

326 (2005). 

234 236 238 240 242 244 246 248 250 252

0.00

0.02

0.04

0.06

0.08

0.10

0.00

0.01

0.02

0.03

0.04

D
e

n
s
it
y

TOF (�s)
D

e
n
s
it
y

 v=2,j=6

 v=1,j=6

0 1000 2000 3000 4000 5000 6000 7000 80000 2000 4000 6000 8000

 v=1,j=6

Energy cm
-1

 F
lu

x

 v=2,j=6

�E(v=2-1)

10J. D. White, J. Chen, D. Matsiev, D. J. Auerbach, 

and A. M. Wodtke, J. Chem. Phys. (USA) 

124 (6) (2006); J. D. White, J. Chen, D. Mat-

siev, D. J. Auerbach, and A. M. Wodtke, 

Journal of Vacuum Science & Technology A 

23 (4), 1085 (2005); J. D. White, J. Chen, D. 

Matsiev, D. J. Auerbach, and A. M. Wodtke, 

Nature 433 (7025), 503 (2005). 
11A. Bottcher, A. Morgante, T. Giessel, T. Greber, 

and G. Ertl, Chem. Phys. Lett. 231 (1), 119 

(1994).
12P. Nieto, E. Pijper, D. Barredo, G. Laurent, R. A. 

Olsen, E. J. Baerends, G. J. Kroes, and D. 

Farias, Science (USA) 312 (5770), 86 (2006). 
13C. T. Rettner, F. Fabre, J. Kimman, and D. J. Auer-

bach, Phys. Rev. Lett. 55 (18), 1904 (1985). 

Figure 4. High resolution TOF measurements of 

HCl(v=2,1) resulting from the scattering of 

HCl(v=2) from Au(111) (upper two panels) and 

after direct inversion to flux vs. translational en-

ergy (lower panel). The vibrationally elastic chan-

nel (�) transfers on average 60% of the 4700 cm-1

of translational energy to the surface. The dotted 

curve shows the observed vibrationally elastic 

distribution shifted by the v=2-1 energy gap. The 

observed vibrational relaxation channel is also 

shown (�). There is remarkably incomplete con-

version of vibrational energy to translation. The 

Gaussian at ~7000 cm-1 indicates the maximum 

translational energy available to the vibrational 

relaxation channel, neglecting thermal surface 

energy. The surface temperature was 298K.  
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Surface diffusion of adsorbates is an important elementary step for many chemical
reactions at surfaces. Moreover, it plays a decisive role in/for all growth processes, in
particular for the fabrication of epitaxial thin films. Normally, diffusion is a thermal
activated hopping process. Microscopically, this involves the interconversion of adsorbate-
substrate vibrations and frustrated translational or rotational modes. Recent experiments
have shown that diffusion at metal surfaces can also be induced electronically by ultra-
short laser pulses [1, 2, 3]. This does not only have potentially interesting applications
for the growth of novel materials at low temperature. It has also allowed the first time-
domain investigation of an atomic hopping process [2]. The experiments utilize ultrashort
laser pulses which for some 100 fs create high electron temperatures (thousands of Kelvin)
without substantially heating the substrate lattice. The hot electrons or holes at the metal
surface couple to adsorbate levels and after multiple excitations lead to nuclear motion
through a kind of electronic friction process.

The experiments performed in our group have exploited the special properties of
stepped surfaces for the sensitive detection of lateral motion. In case of the system
O/Pt(111) the surface is first exposed to molecular O2. Under certain conditions the
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Fig. 1: SHG signal (a) and temperature (b) recorded a function of time during O2 exposure and
laser-induced diffusion of O/Pt(111). Diffusion is induced by 50-fs laser pulses with an absorbed
fluence of 5.6 mJ/cm2 at a repetition rate of 1 kHz. It leads to a recovery of the SH-signal due
to the depopulation of the step edges (from Ref. [4]).
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molecules dissociate only at the step edges. In this way a starting condition differing from
thermal equilibrium is created. Subsequent laser-induced diffusion leads to an almost
random distribution of oxygen atoms at step and terrace sites. It is possible to detect
this redistribution with high sensitivity by means of optical second-harmonic generation
(SHG) [4]. A regular array of steps represents a symmetry break at the surface and,
for appropriately chosen polarization of the incoming and detected laser light, step sites
become the main SHG sources (Fig. 1).

Information about the temporal dynamics of the energy transfer from the optical
excitation to lateral motion of the adsorbate is obtained by performing two-pulse cross-
correlation experiments [2]. For this purpose, the diffusion rate is measured as a function
of time delay between two short pump pulses. This type of experiment is possible because
the diffusion rate R depends in a strongly nonlinear way on absorbed laser fluence F
(R ∝ F 15). The results (Fig. 2) show that the adsorbate excitation created by the first
pulses persists for about 1.5 ps, much longer than the laser pulse duration of 50 fs but
shorter than typical vibrational lifetimes. This behavior is characteristic for a process
driven by multiple electronic excitations.
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Fig. 2: Schematic view of the two-pulse correlation experiment and measured hopping proba-
bility per laser shot as a function of delay between two pump pulses (symbols). The thick solid
line is a guide to the eye. The thin line shows the SHG cross correlation of the two pump pulses
generated at the sample surface (from Ref. [2]).

Presently there are no full microscopic theoretical descriptions for such diffusion pro-
cesses. For this reason we have employed an electronic friction model to evaluate our
data [5]. In this empirical model, electronic and phononic excitations of the substrate and
vibrational excitations of the adsorbate are represented by coupled heat baths. We find
that a consistent description of the experimental data cannot be achieved with a constant
electronic friction coefficient for the coupling between the electronic excitation of the sub-
strate and the lateral motion of the adsorbate. Our calculations suggest that the coupling
increases appreciable with the electron temperature, or in other words with the density
of excited electrons. We interpret these results in terms of a two-step process. The hot
substrate electrons primarily excite the O-Pt stretch vibration. Only if high vibrational
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levels are populated to a sufficient extend, anharmonic coupling between these modes and
frustrated translations leads to appreciable lateral adsorbate motion and thus to diffusion
(Fig. 3).
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Fig. 3: Schematic potential energy scheme for an indirect excitation of diffusion by anharmonic
coupling with the Pt-O vibration (from Ref. [5]).

Similar experiments have been performed for CO/Pt(111) [6]. This adsorbate has a
substantially higher binding energy at the step sites than at the terrace sites. For this
reason the steps serve as traps for adsorbed CO at low temperatures and SHG cannot
only be used to monitor laser-induced CO-diffusion from the steps to the terraces but
also from terrace to step sites. For step to terrace diffusion we find considerably narrower
two-pulse correlations than for O/Pt. This is in agreement with infrared-visible pump-
probe experiments which have shown very efficient coupling of hot electrons to frustrated
rotational CO modes [3]. For terrace diffusion of CO with a barrier of only 0.2 eV our
correlation measurements at different substrate temperatures indicate the transition from
an electronically driven to a phonon driven process [6].

Current efforts of our group focus on performing two-pulse correlation experiments
with scanning tunneling microscopy (STM). Experiments utilizing nanosecond laser pulses
and STM have shown that in order to combine high time with atomic lateral resolution
it is often not necessary to excite the system with short laser pulses while simultaneously
imaging it with the STM. If there is a well defined starting situation a post-mortem
analysis can provide the same quantitative information [7, 8, 9].

Supported by the Deutsche Forschungsgemeinschaft (DFG Priority Programme SPP 1093, SPP
1093 Dynamics of Electron Transfer Processes at Interfaces, the German-Israeli Foundation for
Scientific Research and Development (GIF) and the DFG International Research Training Group
790 Electron-electron interactions in solids.
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Cross sections of photochemical reactions at surfaces are often very small, due to the
ultrafast quenching of adsorbates after photoexcitation. To overcome this problem, the
enhancement of photodesorption cross sections, for example, by shaped laser pulses or by
microstructuring the surface, has been suggested [1].

Here we investigate these possibilities from a theoretical, quantum dynamical point
of view. Three model systems are chosen. The first one is H:Si(100)-(2×1), where IR-
laser induced desorption of H atoms by bond-selective vibrational excitation and “ladder
climbing” in the ground electronic state is demonstrated [2, 3, 4]. In the simulations, both
anharmonic intermode and vibration-phonon coupling were accounted for, by “reduced”
(open-system density matrix theory) and “full” dynamical models (multi-dimensional
wavepacket propagation).

The second system is H:Ru(0001)-(1×1), where a hybrid IR+UV/vis scheme is adopted
with the goal to increase the desorption cross section of H2 after hot electron-mediated
electronic excitation caused by femtosecond laser pulses [6]. Here, the quantum dynamical
approach is compared to a classical friction model. The feasibility to mode-selectively
excite, by IR photons, adsorbates at metal substrates is also demonstrated for other
systems [5].

Finally, the NO:Pt model system is chosen as an example for “incoherent” control of
hot electron-mediated photodesorption (of NO) from thin metal films [7, 8].

It is concluded that even for relaxing adsorbates, bond-selective control of photochem-
ical surface reactions should be possible to some extent.
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     The DNA molecule is the most sensitive biological target within cells upon exposure to 

ionizing radiation. One of the most powerful methods of surface analysis is X-ray photoelectron 

spectroscopy (XPS) which can be used to perform quantitative elemental analysis of thin films 

and provides information about chemical transformations of functional groups. 

     In the present work the decomposition of the calf thymus DNA fibre under irradiation with 

soft X rays (magnesium K� X-ray source) in ultra-high vacuum is studied by means of XPS. In 

this experimental approach the X-ray beam both damages and probes the sample. X-ray 

photoelectron spectra were measured using Kratos Model XSAM 800 with dual-anode X-ray 

source, a hemispherical energy analyzer and a channeltron detector.  

Here compositional survey and detailed spectra reveal the C 1s, N 1s, O 1s and P 2p 

photoelectron lines and the O, N and C Auger lines. Each 1s peak is accompanied by a satellite 

peak located at higher binding energy and originated from shake-up and shake-off transition. 

      In addition, the survey spectra and high resolution C 1s spectra of films of all nucleobases, i.e. 

adenine, cytosine, guanine and thymine are recorded. These high resolution C 1s spectra exhibit a 

complicated structure due to contribution of C atoms occupying different molecular sites. The 

carbon species from the nucleobases include hydrocarbon (C-C and C-H), carbon bound to 

nitrogen (C-N, N-C-N), amide carbon (N-C=O) and urea carbon [N-C(=O)-N].  

      To monitor changes corresponding to X-ray induced damage to the DNA molecule, the 

spectra are taken repeatedly over 5 h. In most cases, the spectra have complicated shapes due to 

contribution of several species expected from nucleobases, sugar and phosphate group. However, 

a comparative analysis of changes in XPS line shapes and stochiometry indicates that the DNA 

molecule is decomposed during X-ray irradiation time. 
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Biologically relevant molecules such as DNA, protein and peptides have found increasing 

interest across the scientific disciplines. One clear example of the cross disciplinary interest in 

biological molecules is the study of radiation damage to living organism, a subject which 

occupies physicists and physical chemists as well as biochemists, biologists and medical 

researchers[1-5].  Also the need for new analytical methods and mass spectrometric 

techniques to shed light on the complex molecular structure and composition of biologically 

relevant molecules has drawn the attention of physicists and physical chemists more in this 

direction[6-10]. However, in particular such biomolecules as DNA, proteins and lipids are of 

inciting interest simply due to their exceptional properties, which understanding may very 

well be the key to successful molecular engineering of the future.  The capabilities of 

molecular self-regulation, self-organization and signaling as well as the active interaction of 

these molecules with their surrounding environment makes them ideal models for the future 

engineering of molecular devices[11-16].  These groups of macro molecules all have in 

common that they possess acetic and/or basic functional groups and that they are capable of 

hydrophilic and hydrophobic inter- and intra-molecular interactions. Consequently the pH and 

the ion strength is imperative for the stability and functionality of these molecules in their 

aqueous native environment.  

Here we present a study on the stability of negatively and positively charged 

oligonucleotides in the metastable time frame when these are formed through deprotonation 

or protonation in matrix assisted laser desorption/ionization (MALDI). We study 

systematically the influence of the degree of sodiation i.e., when the acetic protons are one by 

one exchanged against sodium, and we show that the sodium adduct formation is not of less 

significance in the gaseous phase than it is in aqueous solutions[17].   

In the case of the negatively charged oligonucleotides the sodiation gradually quenches all 

dissociatin channels that lead to back bone cleavage in the favor of simple base loss showing 

clearly the role of proton transfer in the fragmentation mechanism.  In the case of the 

positively charged oligonucleotides a similar effect is observed, however, superimposed we 

observed a drastic and abrupt switching between completely different dissociation channel as 

the degree of sodium increases. 

The model systems used in this study are all combinations of the synthetic hexameric 

nucleotides 5´-d(TTXYTT)-3´, where X and Y are dC, dG or dA.  The sodium free and the 

sodium adducts with 0-5 protons exchanged for sodium were studied for all six combinations 

in the negative and with up to 7 protons exchanged positive mode. For comparison we have 

also studied the metastable decay of all sodium adducts of the hexameric oligonucleotide dT6.  
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Negative Ions 

Figure 1 shows a comparison of post-source decay spectra of 5´-d(TTACTT)-3´ containing 0 

– 5 sodium atoms. There are three main features that become apparent in comparing the 

spectra and are also observed for the other hexameric oligonucleotides measured.  

Figure 1. Comparison of the PSD-spectra of 5´-d(TTACTT)-3´ containing 0 – 5 

sodium atoms. 

First; the w, a – B, b and d fragmentation channels are very effectively quenched already 

by parent ions containing 3 sodium atoms and depending on the laser power, quantitative 

quenching of all fragmentation channels except the d5 and the single base loss may be 

achieved with addition of four sodium atoms to the parent ion.   

Second; as is most apparent for the d4 and d5 fragments, the water loss from these 

fragments is more strongly influenced by the degree of sodiation of the parent ion than is the 

formation of the fragment itself.   

Third; it is clear from the comparison in Figure 1 that the single base loss increases with 

increasing degree of sodiation of the parent anion. 

These observations are concordant with what would be expected for a proton transfer 

mechanism being responsible for the backbone cleavage, i.e., a mechanism where the acidic 

proton of a phosphodiester plays a crucial role in initiating the fragmentation.  With 

increasing number of the acidic phosphodiester protons being replaced by sodium the 

formation of hydrogen bonded transition states involving these is blocked to increasing 

extend. However, it is also clear, that a proton transfer is not essential to initiate a single base 

loss from those ologonucleotides. Furthermore, the increase in the relative intensity of 

fragments from single base loss with increasing degree of sodiation shows that the backbone 

cleavage is preceded by the base loss.   
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If there is one predominating mechanism governing the metastable decay of the negatively 

charged oligonucleotides, this is most likely a charge controlled base loss followed by a 

proton initiated backbone cleavage. However, these observations may also be explained if 

there are two competing channels responsible for the base loss:  A charge controlled 

mechanism that does not lead to further fragmentation and a proton transfer from an adjacent 

phosphodiester group to the base resulting in a neutral base loss and subsequent cleavage of 

the backbone. This would also cause the base loss to be independent of the degree of 

sodiation and further fragmentation after the base loss to halt when all acidic protons of the 

phosphodiester groups are exchanged against sodium[17].   

Positive Ions 

Figure 2 shows post-source decay spectra of the protonated 5´-d(TTCGTT)-3´ ion containing 

0 – 7 sodium atoms. Similar to the deprotonated hexameric oligonucleotides, the w and the a –

B fragmentation channels are also very effectively quenched in the protonated 

oligonucleotides with increasing degree of sodiation.  

Figure 1. Comparison of the PSD-spectra of the protonated 5´-d(TTCGTT)-3´ 

containing 0 – 7 sodium atoms. 

Though the relationship between the base loss and the backbone cleavage is not as clear as for 

the deprotonated speces, it is apparent that the backbone cleavage is much stronger influenced 

than the channel leading to the single base loss. Depending on the laser power we observe 

quantitative quenching of the w and the a – B fragmentation channels is by the exchange of 3-

4 phosphodiester protons against sodium, showing that the backbone cleavage leading to the 

w and the a-B fragments is governed by a proton transfer mechanism.  The base loss on the 
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other hand is to an much lesser extend dependent on the availability of the acetic 

phosphodiester protons. 

However, the most remarkable observation in the case of the protonated oligonucleotides is 

that the exchange of 2 protons against sodium ions opens up a new dissociation channel that is 

completely independent of the nature of the central bases and their sequence. This channel 

leads to the loss of the two central bases with one sugar and one diphosphoester unit from the 

center of the backbone. The two terminal TT units recombine in the process presumably over 

a cyclic phosphate intermediate leading to the formation of either a 5´-d(TpTpdpTpT)-5´ or 

the corresponding 3´-d(TpTpdpTpT)-3´ sequence. The first sequence would result from a 

recombination of the 3´ end with the second phosphodiester group the second sequence from 

a recombination of the 5´ end with the fourth phosphodiester group.  

This channel, which gradually increases in intensity with increasing sodiation, is then again 

abruptly closed when six protons are exchanged against sodium ions.  This show clearly that 

the dissociation paths of the protonated oligomers depend even more strongly on the degree of 

sodiation than those of the deprotonated and that the number of sodium atoms determines 

with high selectivity which dissociation channels are active.   
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Our research has focused on the measurement of the electronic spectra of transient 

species which are presumed to be of relevance to astrophysical observations. Among 

these are the carbon chains and their ions. Thus we have been using and developing a 

number of spectroscopic methods to determine their spectra in the gas phase, including 

absorption via cavity ring-down and REMPI methods. The species are produced in 

supersonic jets coupled with discharges. With the successful laboratory detection of the 

electronic spectra of a number of key species, such as the bare carbon chains Cn n=4,5, 

comparison with astrophysical data could be made which lead to interesting implications 

for the future search for the species which could be responsible for the enigmatic diffuse 

interstellar bands. Among the recent relevant observations in the laboratory have been the 

electronic spectra of carbon rings, Cn n=14,18,22, the development of a method to study 

the electronic transitions of mass-selected ions collisionally relaxed to 20 K and held in a 

22-pole rf trap, and the study of metal containing carbon chains, such as AlCCH. 
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Molecules attached to superfluid helium nanodroplets have been studied for quite some time 

in order study the properties of matter at low temperatures and in the environment of a size 

limited quantum fluid. Recently, new directions of such studies in terms of short-time 

dynamics [1] and metal clusters [2] have been reviewed. The variety of dopants has been 

widely extended. We demonstrated that using kilohertz laser ablation both fragile bio-

molecules as e.g. Guanine, as well as refractory metals could be efficiently doped in helium 

droplets [3]. In order to study the superfluid properties of the nanodroplets we took a closer 

look at the dynamics of alkali dimers which we probed by femtosecond pump-probe  

spectroscopy at the surface of the droplets [4,5]. In comparison with quantum calculations the 

energy dissipation of the dimer’s vibrational motion interaction with the droplet has been 

modeled (Fig.1). The evolution of the vibrational motion in time could nicely be reproduced. 

In this way we obtain information on the excited internal modes of the droplet. 

Fig.1: Comparison of the spectrogram of potassium dimers attached to helium droplets with model 

calculations (M. Schlesinger and W. Strunz, unpublished results). The prominent energy around  

66 cm-1 corresponds to a vibration in the excited  A1�u state. 
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Helium droplets provide a unique low-temperature (0.38 K), inert, liquid environment,
with superfluid properties that can be studied at the molecular level. In particular, they
were initially considered as a potential refrigerant for cooling newly formed ions, with the
hope that parent ions could be observed. This idea was based on the exceptionally high
heat conductivity and the specific type of heat propagation in bulk (superfluid) helium II.
On the other hand, bulk helium II also exhibits a vanishing viscosity for the flow through
fine capillaries, which could imply that dissociation inside superfluid helium should oc-
cur exactly like in the gas phase, without any interference from the superfluid “solvent”.
Experimental results have shown that the “caging” effect is important, although fragmen-
tation is usually not completely hindered [1, 2, 3, 4, 5, 6, 7]. In their photodissociation
experiment on CF3I inside helium droplets, Braun and Drabbels [8, 9, 10, 11] have con-
cluded that binary collisions play an important role in high kinetic energy dynamics. In
addition, the cooling by helium atom evaporation has been found to be highly non thermal
for some ions in small droplets [12, 13]. It is therefore of great importance to understand
the mechanisms that are responsible for energy dissipation inside helium droplets.
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Figure 1: Kinetic energy distribution of the helium fragments. results of the simulation
(“V effective”) and fit by a sum of two Boltzmann distributions.
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t = 0.2 ps 0.6 ps 1.0 ps 1.4 ps

1.8 ps 2.2 ps 2.6 ps 3.0 ps

3.4 ps 3.8 ps 4.2 ps 4.6 ps

5.0 ps 5.4 ps 5.8 ps

Figure 2: He100Ne+
4 trajectory showing ionic species ejection. Light and dark grey atoms

are heliums and neons, respectively. Snapshots are taken every 0.4 ps, starting at t=0.2 ps.
After dissociation of the first (t=1.4 ps) and second (t=2.2 ps) neon, the recoil energy
starts ejecting Ne+

2 (t=3.8ps) with helium attached to it.

We present simulation results on the effect of a helium nanodroplet environment on the
fragmentation dynamics of embedded molecular systems. Ionized rare gas clusters are
chosen as model systems because they are well known for extensively fragmenting upon
ionization [14, 15, 16, 17]. In addition, their well known fragmentation patterns [18, 19,
20, 21] allow for comparisons with experiments both in the gas phase and inside helium
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nanodroplets.
The helium atoms are treated explicitly, with zero-point effects taken into account through
an effective helium-helium interaction potential [22, 23]. Previous attempts at describing
the helium environment implicitly through a friction force [24, 25] have given good results
compared to the experiment of Janda and coworkers [5]. However, the value obtained
for the friction coefficient by fitting this sole parameter to the experimental fragment
distribution was very large, indicating that some other processes must be playing an
important role. All the nonadiabatic effects between electronic states of the ionized rare
gas cluster are taken into account in the same fashion as in our previous works on rare
gas cluster dissociation upon ionization in the gas phase [26, 27, 28, 29].

The results [30, 31] on Nen@HeN (n=4–6, N=100, 300) reveal a predominance of Ne+
2

and HepNe+
2 fragments and the absence of bare Ne+ fragments, in agreement with available

experimental data [5, 7]. Caging is important, since HepNe+
2 fragments are about 3 times

as abundant as Ne+
2 ones. For Ne6, the sum of the Ne+

2 species proportions (summing Ne+
2

and HepNe+
2 fragments) is even significantly smaller than the proportion of Ne+

2 fragments
for ionization of the gas phase cluster (82% instead of 96%).

The neutral monomer fragments exhibit a rather wide kinetic energy distribution that
can be fitted to the sum of two Boltzmann distributions, one with a low kinetic energy
and the other with a higher kinetic energy (see Fig. 1). This indicates that cooling by
helium atom dissociation is more efficient than was believed so far, as suggested by the
recent experimental results of Miller and coworkers [12, 13].

Purely classical calculations are shown to strongly overestimate the amount of cage
effect (cooling), clearly indicating the need to take into account zero-point effects.

Also, most of the dissociation dynamics occurs in the first 10 ps, which shows that the
dynamics is fast. A more detailed analysis of the trajectories reveals that in 32% to 23%
of the cases (for Ne4 to Ne6 dopants), the intermediate ionized species is ejected from the
surrounding helium droplet. An example of such a trajectory is shown in Fig. 2
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[21] C. Steinbach, M. Fárńık, U. Buck, C. A. Brindle, and K. C. Janda, to be published.

[22] Georg Portwich, Diplomarbeit, Georg-August University Göttingen (Germany, 1994).
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From Helium Clusters to Helium Droplets:
Spectroscopy and Dynamics of Embedded Molecules 
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Microwave and infrared spectroscopy, in combination with molecular beam methods, has 

allowed us to study small to intermediate-sized doped HeN [1,2,3] and (H2)N clusters [4,5] 

with atom-by-atom resolution. N, the number of helium atoms or hydrogen molecules, 

reaches up to 70 for the case of HeN – OCS. The non-classical behaviour of rotational 

constant B signals the onset of ‘microscopic superfluidity’ at rather small cluster sizes with N

around 10. Oscillatory behaviour of B at larger cluster sizes is indicative of the aufbau of a 

helium solvation shell structure. At N=70, B has still not converged to the nanodroplet limit 

and the line widths are narrow and instrument limited. [6]  

Microwave spectra of the corresponding rotational transitions of OCS in helium droplets 

(N~5000), have line widths of about 0.4 GHz, broader by about a factor of 10000 than the 

microwave cluster transitions. [7] Helium droplet rotational spectra of OCS with J up to 3 

show fine structure, similar to what was observed in the corresponding infrared – microwave 

double resonance spectra. [8] We also found distinct fine structure in the J,K=1,1 microwave 

inversion tunneling transition of ammonia in helium droplets near 21.7 GHz (gas phase value 

23.7 GHz). The spectrum consists of a broad feature, about 1.5 GHz wide, with a sharp peak 

of only 25 MHz width on top. The fine structures can be explained in terms of the 

development of sublevel structures of molecular energy levels in helium droplets.  
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Photoionization dynamics in clusters can be very different from those observed in 

isolated atoms and molecules.  The cluster environment can mediate the ionization 

mechanism itself and affect the resulting photoelectron energy and angular distribution.

In this talk, two such examples will be presented, covering (a) photoionization of He 

droplets doped with rare gas atoms using tunable synchrotron radiation and (b) time-

resolved photoelectron imaging of mercury cluster anions. In the He droplet work, the 

droplets are excited at 21.6 eV.  This excitation migrates to the rare gas atom and ionizes 

it via a Penning process.  The resulting photoelectron image and spectrum shows direct 

ionization from He* in its 1s2p(
1
P1) and 1s2s(

1
S0) states, inelastically scattered electrons 

with energies exceeding the conduction band energy of liquid He (1.3 eV) in the largest 

droplets, and very slow electrons attributed to electrons that become temporarily trapped 

at the cluster surface.   

Hgn clusters in the 10-30 atom size regime act as semiconductors with a filled s-band and 

well-separated, empty p-band.  In the Hgn
-
  anions, the excess electron resides at the 

bottom of the p-band.  In recent time-resolved experiments, conducted in collaboration 

with Ori Cheshnovsky, we excite the p�s transition with a femtosecond laser pulse and 

use time-resolved photoelectron spectroscopy to follow the ensuing dynamics, 

specifically the lifetime of the transient excited state created by the pump pulse and the 

time scale for electron-hole relaxation, recombination, and ejection of the excess electron 

by Auger decay.  For Hg13
-
, these processes occur on a time-scale of about 400 fs.  We 

are currently investigating the competing roles of electron and hole relaxation in these 

dynamics.   
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Positive and negative ion formation upon free electron interaction with 
doped helium droplets 

S. Denifl, F. Zappa, I. Mähr, O. Echt, A. Mauracher, M. Probst, T.D. Märk and P. Scheier

Institut für Ionenphysik und Angewandte Physik, Universität Innsbruck, Technikerstr. 25, A-

6020 Innsbruck, Austria

The inelastic electron interaction (ionization/attachment) with doped helium droplets is 

studied utilizing a two sector field mass spectrometer. The dopands range from diatomic 

molecules such as I2 to water, halocarbons, biomolecules and fullerenes. Positive mass spectra 

are recorded and are compared with results in the gas phase. Moreover, negative ion mass 

spectra are recorded at the electron energies where resonances appear. Both negative and 

positive mass spectra show that clusters are easily formed by embedding single molecules in 

the helium droplets. For anions appearing in the mass spectra, the ion yield is determined as a 

function of the electron energy. In several cases we observe a substantial stabilization of 

complex product ions compared to the gas phase. Solvation of both anions and cations in He 

is observed in several cases and investigated mass spectrometrically. 

The interest in the studies of helium clusters doped with atoms or molecules [1,2] can be 

explained by the remarkable ability of helium droplets in picking-up atoms and molecules and 

the subsequent possibility to create new molecular complexes inside the droplet. Helium 

droplets provide thereby an extremely low temperature environment at T = 0.37 K. Embedded 

neutral atoms or molecules are cooled efficiently by the transfer of their internal energy to the 

surrounding helium matrix. Subsequently this excess energy is then released by thermal 

evaporation of the loosely bound helium atoms from the droplet. This can cause a substantial 

shrinking of the droplet as the binding energy of a helium atom in the droplet is only 0.6 meV 

[1]. The ultra-low temperature enables state selective experiments that are hardly possible 

with other techniques [3]. 

So far experiments with pure and mixed doped clusters of atmospherical and biological 

relevance have been mainly carried out by means of optical spectroscopy (see reviews in 

[1,2]). Also recently several electron impact ionization studies of molecules embedded in 

helium droplets have been reported [4-9]. In contrast electron attachment processes to (doped) 

helium droplets have been rarely studied (see review in [10]). Northby et al. proposed that 

electron capture to pure helium clusters is only possible in large droplets (N > 0.75×10
5
) and 

that electron attachment produces bubbles in the interior of the cluster [11]. Indeed the 

smallest pure helium cluster anion with a size of 9.3×10
4
 was observed by Toennies and co-

workers [12]. Moreover, electron attachment to SF6, O2 and H2O embedded in He clusters 

was observed indirectly by the decrease of the neutral cluster yield [13]. Very recently we 

have published the first mass spectrometric investigation of negative ions formed via electron 

attachment to molecules embedded in helium clusters [14]. The molecules chosen for this first 

study have been the nucleobases adenine, thymine and partially methylated or deuterated 

thymine, respectively. Previously these biomolecules were studied intensively in the gas 

phase where a remarkable site selectivity of the dissociative electron attachment (DEA) was 

observed [15] which also remained for DEA to these molecules in helium droplets (see [14]). 

Here we present as an example a detailed study of electron attachment to chloroform 

embedded in helium droplets. We have chosen this molecule as the first case in our systematic 

investigations with doped helium droplets due to its very high cross section upon dissociative 
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electron capture close to zero eV. We present the negative mass spectrum of chloroform 

recorded at the electron energy of 1.5 eV und for anions identified in the spectra we show the 

corresponding ion efficiency curves in the electron energy range from about 0 eV up to about 

27 eV. We compare the present results with previous observations for gas phase chloroform 

[16]. In addition to our study of negative ions we have also recorded the positive mass 

spectrum at the electron energy of about 70 eV which is compared with the mass spectrum of 

chloroform in the gas phase. 
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Figure 1: Negative ion mass spectrum of chloroform embedded in helium droplets in the mass 

range from 115 Da up to 520 Da (bottom) recorded at the electron energy of 1.5 eV. The 
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intense peaks at 127 Da and 146 Da can be ascribed to SF5
–
/SF6 and SF6

–
/SF6, respectively. 

The panel top left shows the mass region close to Cl
–
. The panel top right shows the measured 

spectrum (line) for the chlorinated monomer anion compared with the calculated isotope 

pattern (columns). 

Figure 2: Positive ion mass spectrum of chloroform embedded in helium droplets in the mass 

range between 85 Da and 400 Da recorded at the electron energy of 70 eV. 

Figure 1 shows the negative mass spectrum of chloroform embedded in helium in the mass 

range from about 115 Da up to 530 Da. The mass spectrum is recorded at the electron energy 

of 1.5 eV; close to the energy where the strongest signal of anion formation can be observed. 

Non-dissociated cluster anions of chloroform are only weakly present in this mass spectrum, 

however, more intense are the ion yields of anions formed via fragmentation of chloroform 

clusters upon DEA. This result is in accordance with many previous experiments with 

homogenous clusters (albeit not available for chloroform) showing that fragment cluster 

anions formed by intracluster fragmentation are more abundant than undissociated cluster 

anions [17]. The fragmentation pattern is clearly different to the positive ion case shown in 

Figure 2. The most abundant fragment anions are the chlorinated cluster anions while for 

positive ions singly or doubly dechlorination of the parent cluster ions are the main 

fragmentation processes. Also included in Figure 1 is a close up of the mass region of the Cl
–

anion. This mass spectrum is not corrected for background ion signal of 
35

Cl
–
 and 

37
Cl

–

resulting from electron attachment to gas phase chloroform streaming along the droplets into 

the ion source. The huge cross section for the gas phase reaction of DEA to chloroform close 

to 0eV electron energy (s-wave attachment) results in a high anion yield of Cl
–
 from this 

background contamination. At the same time the electrons require a kinetic energy of roughly 

2 eV to penetrate into the droplets which immediately reduces the capture cross section by 

several orders of magnitude. Furthermore, autodetachment of the electron from the droplet in 

competition to DEA to the embedded chloroform reduces the anion yield even more. 

Therefore most of the ion signal appearing at mass 35 Da and 37 Da arises from DEA to 

isolated chloroform carried into the ion source. The background corrected energy scan shows 

that only very little of the signal originates at this electron energy from DEA to chloroform in 
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the droplet. However, emphasis should be placed on the series of peaks visible in the mass 

spectrum at masses above Cl
–
 which can be unambiguously ascribed to Cl

–
 dissolved in 

helium atoms. The abundance of these complexes is about half of the bare anion while for 

larger fragment anions this helium solvation effect is much weaker and the abundance is 

reduced to a few percent of the bare anion, e.g. see panel top right in Fig. 1, where the 

measured spectrum for the chlorinated monomer anion is compared with the calculated 

isotope pattern.

The positive mass spectrum recorded at 70 eV (Figure 2) shows that for chloroform no 

quenching of fragmentation occurs and instead the relative abundance of the parent ion even 

decreases upon ionization inside the helium droplet. In addition, for higher cluster series of 

chloroform less fragmentation can be observed, i.e. a softening effect is rather induced by the 

presence of a chloroform cluster than by the helium droplet. In the case of negative ions a 

substantial difference to the processes in the gas phase can be observed: large cross sections at 

low energies which can be ascribed to s-wave attachment process (like for Cl
–
) are reduced to 

the same order of magnitude like core excited resonances at higher electron energies. The 

present results demonstrate that processes in the helium droplet environment can differ 

substantially from those of free electron attachment reactions in the gas phase.  
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Elementary aspects of chemical reactions on oxide surfaces:  
Case Studies for ZnO and TiO2

 

Christof Wöll 

Chair for Physical Chemistry I, Ruhr-University Bochum, 

 44780 Bochum, Germany 

 

Presently, methanol, the third most-important chemical product of chemical industry, is 

produced using a Cu/ZnO/Al2O3 catalyst, with small Cu particles promoted by their 

interaction with the ZnO substrate as the active component. Despite this importance there has 

been a general lack of information about fundamental chemical processes on ZnO surfaces, in 

particular in the case of single crystal substrates. In contrast to surfaces of metal single 

crystals, the structure of adsorbate phases is typically not well known, even for simple 

molecules like CO the presence of ordered phases has been demonstrated only for very few 

cases. In addition, there is a general lack of information about the vibrational spectra of 

adsorbates on single-crystalline oxide substrates. This is a disturbing lack of information 

considering the wealth of vibrational spectroscopic data available for ZnO powders. A similar 

lack of information – which also makes a theoretical analysis of these adsorbate systems 

difficult - is present for TiO2 single crystalline substrates. 

In this talk I will briefly review recent data obtained by a variety of techniques, STM, EELS 

and He-atom scattering (HAS), which allow to draw a rather consistent picture of ordered 

phases of small adsorbates (H,CO,CO2) on ZnO and TiO2 substrates. 

Subsequently, I will present discuss methanol formation on ZnO-substrates, where the 

elementary processes can be understood in considerable detail, both experimentally and also 

theoretically [1], and allow to put forward a model for the formation of CH3OH from CO at 

O-vacancies (Bochum model, [2]).  

Finally, the activation of CO2 on a mixed-terminated ZnO(10-10)-surface [3] and the 

interaction of the resulting carbonate species with other coadsorbates will be discussed. The 

talk will close with a brief description of the situation for the rutile TiO2(110)-substrate and an 

outlook for the investigation of metal atoms adsorbed on these substrates. 
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Excited-state deactivation pathways of protonated amino acids and peptides 

G. Grégoire, J. P. Schermann and C. Desfrançois 

Laboratoire de Physique des Lasers du CNRS, Institut Galilée, Université Paris13, 93430 

Villetaneuse, France 

 C. Jouvet, P. Carçabal and C. Dedonder-Lardeux 

Laboratoire de Photophysique Moléculaire du CNRS, Université Paris-Sud, 91405 Orsay 

Cedex, France

B. Lucas, M. Barat and J. A. Fayeton

Laboratoire des Collisions Atomiques et Moléculaires du CNRS, Université Paris-Sud, 91405 

Orsay Cedex, France

Electrospray ionization (ESI) is a soft-ionization method that enables gas phase 

experiments on large biomolecules such as amino acids and peptides. UV photo-excitation 

studies of gas phase protonated amino acids and peptides have emerged in recent years with 

the combination of mass spectrometry and laser spectroscopy techniques and have revealed 

some of the non-radiative deactivation channels that cannot be studied directly by means of 

fluorescence spectroscopy. 

In recent experiments, we have recorded the excited-state lifetimes of protonated 

aromatic amino acids (TrpH
+
 and TyrH

+
) by means of pump-probe photodissociation 

technique.[1] Besides, comparison with conventional collision induced dissociation (CID) 

experiments has revealed that among the ionic fragmentation channels observed, some are 

common to both excitation schemes while new de-activation pathways involving formation of 

radical species are evidenced in the UV-LID fragmentation pattern. 

The excited state deactivation pathways of protonated aromatic amino acids (Tyrosine, 

Tryptophan and Tryptamine) have been studying by means of ab initio calculations using the 

coupled-cluster method with single and double excitation (CC2).[2] Excited state structure 

optimization has been performed and has revealed the very important role of an excited state 

dissociative along the NH stretch of the protonated amino group, the 	
* state. The coupling 

between the optically excited 		* state and the 	
* state induces an electron transfer from the 

indole ring towards the NH3
+
 group, which results in the neutralization of the amino group 

producing an unstable radical species, as for NH4. Depending on the studied molecules, 

several deactivation pathways compete for, H
+
 transfer to the aromatic chromophore, H loss 

and H transfer to the nearby carbonyl group. If the former will lead to internal conversion 

process to the electronic ground state, the two latter ones seem to imply direct dissociation in 

the excited state prior to energy redistribution (IVR) that leads to non-statistical type of 

fragmentation.  

Furthermore, small peptides containing aromatic amino acids also exhibit a rich photo 

fragmentation pattern, with the presence or not of radical species. Interestingly, even when the 

aromatic residue is not directly protonated but embedded in GWG or GYG tripeptide, a rather 

short lifetime has been recorded that emphasizes a through-space mechanism for the electron 

transfer from the locally excited 		��state to the 	
��state located on the protonated amino 

group of the N-terminal glycine.[3] 
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Gas-phase biomolecules investigated with FELIX

Jos Oomens
FOM Institute for Plasma Physics ’Rijnhuizen’, Nieuwegein, The Netherlands

Nick Polfer
University of Florida, Gainesville, FL

Particularly since the invention of electrospray ionisation (ESI) by John Fenn [1],
mass spectrometry (MS) has become one of the key analytical technologies in biochem-
istry. Compared to other tools such as nuclear magnetic resonance (NMR), x-ray crys-
tallography (XRD) and infrared (IR) spectroscopy, the extreme sensitivity of typical MS
methods allows characterization of samples in attomole quantities. However, the struc-
tural information obtained from standard MS methods is generally limited to the primary
molecular structure. Nonetheless, the amount of information that can be extracted from
MSn experiments is impressive, as exemplified by MS based proteomics, where the amino
acid sequence of peptides is recovered from the fragment masses that result from collision
induced dissociation (CID) of the peptide [2].

To obtain higher order structural information on gas-phase biomolecules in MS re-
search, more specialistic methods have in recent years been developped. Ion mobility,
i.e. ion chromotagraphy, yields the collision cross-section of the ions, which allows one
to discriminate between folded and extended structures. More detailed information on
secondary structures can be obtained by IR spectroscopy, mainly on account the high
sensitivity of vibrational frequencies to hydrogen (and metal) bonding interactions, which
determine the main secondary structural motifs.

ESI

Q-bender

ICR cell

ion guides

sample

magnet

IR multipass arrangment

gun

mirror

undulator
magnets

e-beam

accelerator

IR-beam

FELIX

FTICR-MS

Figure 1: Schematic of the experiment showing the free electron laser FELIX and the
FTICR-MS with the ESI ion source and ion inlet system.

IR spectroscopy on gas-phase ions has been notoriously difficult due to the extremely
low ion densities as a consequence of space charge. Over the past decades, efficient
action spectroscopy methods based mainly on photodissociation have been developped,
see e.g. Ref. [3]. Our experiments, outlined in Figure 1 [4], make use of the free electron
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laser FELIX, which induces multiple photon dissociation (MPD) upon resonance between
the laser wavelength and an IR allowed transition in the biomolecular ion. The ions
are generated by ESI and mass-selectively stored in a Fourier Transform Ion Cyclotron
Mass Spectrometer (FTICR-MS). The FELIX induced dissociation products are detected
by the mass spectrometer and their intensity is plotted against the IR wavelength to
generate a ’surrogate’ for the actual absorption spectrum. Comparison of these spectra
to spectra computed using density functional theory have shown that the IRMPD spectra
are surprisingly close to linear absorption spectra and hence, computations for different
possible conformers allow to identify secondary structures.

In this contribution, we present some of our recent studies on biomolecules, in particu-
lar on the structure of peptide fragments resulting from CID and on the balance between
zwitterionic and non-zwitterionic structures in the gas phase.

CID fragments. Fragmentation of protonated peptides by CID is the most widely
used method in peptide sequencing MS, recovering the amino acid sequence of peptides
and proteins. Much less is known about the actual molecular structure of the resulting
fragments, mainly due to the fact that they occur only in minute quantities as charged
gas-phase species in a mass spectrometer. Condensed phase structural methods that are
widely used in biochemistry, such as XRD and NMR, are therefore not applicable.
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Figure 2: IRMPD spectra compared to the best theoretical spectra for the protonated
parent and the two fragment ions (A-C). Linear representation of protonated Leucine-
enkephalin, showing cleavages leading to the b4 and a4 fragments (D) and the proposed
linear structures of the fragments (E-F).

Our IR spectroscopic studies have mainly focused on the pentapeptide Leu-enkephalin
(Tyr-Gly-Gly-Phe-Leu) and its CID induced fragments. They reveal not only the molec-
ular structure of the fragments, but also give information on the reaction mechanisms,
which have been widely investigated using mainly theoretical and MS methods [7]. The
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IR spectra of the protonated peptide and its b4 and a4 fragments are shown in Figure 2
(b4 results from cleavage of the fourth amide bond; a4 results from CO loss from b4).

The two strongest bands in the spectrum of the protonated parent are easily recognized
as the unresolved CO stretch and NH bend modes of the amide moieties in the molecule.
In condensed phase IR spectroscopy, these bands are referred to as the amide I and amide
II bands, respectively. The NH+

3 deformation mode (arrow) indicates that the molecule
is protonated on the N-terminus.

Historically, b-type fragments were believed to feature an acylium −C≡O+ moiety at
the C-terminus [5], although later, formation of an oxazolone ring (Figure 2) was found
to be more favorable [6]. Our b4 fragment spectrum confirms this conclusion, particularly
by the appearance of several bands blue shifted with respect to the amide I band. They
are assigned to CO stretching modes of the oxazalone ring, where the exact position of
the band depends on the site of protonation [8]. Hence, observing the intensity of each
of the oxazolone CO stretch modes as a function of time delay after the fragmentation
event, gives direct experimental evidence [9] for a mobile proton [11].

The a4 fragment spectrum clearly lacks oxazolone ring features, but instead shows
bands that agree well with an imine type structure [9], i.e. containing a C=N double
bond, as was indeed theoretically predicted [7]. In addition, evidence is found for cyclized
fragment structures [9]; upon re-opening of such cyclic peptides, permutation of the amino
acid sequence may occur, potentially undermining the interpretation of MSn data [10].

Zwitterions in the gas phase. Although it is now well established that even the
most basic amino acids do not form zwitterionic structures in the gas phase [12], the
question remains how much stabilization from polar solvent molecules or counter ions is
required to favor zwitterionic structures over canonical structures. We explore this fine
balance in a number of studies on tryptophan (Trp) and several other amino acids.

In solution, amino acids adopt zwitterionic structures and a basic question is how
many water molecules are necessary to induce conversion from the canonical form to
the zwitterion. We address this question by studying the IR spectra of microsolvated Trp
clusters generated in a moisturized molecular jet expansion. The transition from canonical
to zwitterionic structures can be traced conveniently in the mid-IR because of the ≈100
cm−1 red-shift of the carboxylate COO− stretch compared to the carboxylic acid C=O
stretch. A gradual increase of the carboxylate stretch is observed starting at five attached
water (or methanol) molecules, in excellent agreement with DFT calculations [13].

In overal ionic species such as metal cationized amino acids, a zwitterionic amino acid
structure forms a salt-bridge complex, versus a charge-solvated complex for an amino acid
in its canonical form. To some extent, alkali metal ions are able to induce zwitterionic
amino acids: only the most basic amino acid aginine becomes zwitterionic and only for al-
kali metals larger than Na [14]. Even the next basic amino acid, lysine, is non-zwitterionic
regardless of the alkali ion attached [15]. Doubly charged alkaline earth metals, on the
other hand, were very recently found to form salt-bridge complexes readily, even with a
non-basic amino acid such as Trp [16].

Given the high diagnostic value of the CO stretch modes in either carboxylic or car-
boxylate moieties, it is of interest to find an intrinsic value for the (asymmetric) carboxy-
late stretch mode. Although this vibrational band is well-known from condensed-phase
IR spectra, the free, unbound stretching vibration of a carboxylate moiety has to date
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not been reported. At the meeting we will show mid-IR negative ion spectra that reveal
the carboxylate stretch mode in free space for a variety of systems.
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Summary 
This presentation will describe the results of experiments to measure the ro-vibrational energy 
distribution of HD molecules generated from atomic recombination on a cold (15 K) graphite 
surface.  Such measurements are of direct relevance to understanding the energy budget in 
interstellar clouds, where molecular hydrogen is synthesized by atomic recombination on cold 
interstellar dust grains.  Our results indicate considerable vibrational excitation of the nascent 
HD molecules.  Recent theoretical work, and astronomical observations, supports this general 
conclusion that recombination of H atoms on surfaces relevant to the interstellar medium 
results in considerable internal excitation of the nascent molecular hydrogen. 
 

1. Introduction 
Di-hydrogen (H2) is the most abundant molecule in the interstellar medium (ISM) and is the 
precursor for all interstellar chemistry.[1]  In the ISM H2 is found in interstellar clouds, large 
cold objects consisting of gas and dust. It is these interstellar clouds that collapse to form 
stars.  There are two general classes of cloud in the ISM: diffuse and dense.[1]  Diffuse clouds 
can be easily penetrated by UV radiation, which can dissociate any H2.  Hence, in these 
regions, there must be an efficient formation pathway for molecular hydrogen to account for 
its observed abundance.[2]  The synthesis of H2 on the surfaces of the interstellar dust grains 
is now believed to be the most significant pathway for H2 formation in the ISM.[3]  Studies of 
stellar extinction curves have shown that the dust grains in the clouds are comprised of 
dielectric matter such as silicates and carbonaceous materials. In denser clouds, the grains are 
coated with molecular ices consisting of, for example, H2O, CO2, CO and CH3OH.[4]  
However, in diffuse clouds the grains are essentially bare and at temperatures of 10 – 15 K. 
Recombination of H atoms to form H2 releases 4.5 eV of binding energy, and it is uncertain 
how this energy is redistributed in the ISM.  This excess energy can flow into the dust grain 
but also can result in the internal or translational excitation of the nascent molecule.  There 
may be a considerable impact on interstellar chemistry, and the overall interstellar energy 
budget, if the nascent H2 molecules possess significant internal excitation.  
This contribution reports the results of laser spectroscopic experiments which probe the 
internal excitation of HD formed on a dust grain analogue at 15 K. The HD molecules are 
formed from separate atomic beams of H and D that impinge directly on a highly orientated 
pyrolitic graphite (HOPG) surface that is held at 15 K. Resonance Enhanced Multi-Photon 
Ionisation (REMPI) is used to detect the excited ro-vibrational levels of HD (v�>0, J�) formed 
on the surface.[5-7] 
There has been both experimental and theoretical work focussing on the formation of H2 on 
interstellar dust, which has been summarised recently.6,7  For experiments involving “low-
energy” hydrogen atoms, which cannot chemisorb on graphite, early bolometric work clearly 
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Figure 1. Schematic of the experimental apparatus 

showed that heterogeneous recombination occurs on a cryo-deposit at low temperatures (4 
K).[8] More recent experimental work has often used the technique of temperature 
programmed desorption (TPD) to study the kinetics of the recombination of low-energy H 
atoms on a variety of surfaces, including olivine, amorphous carbon and water ice.[9-13] For 
the formation of HD on graphite surfaces’ TPD has been used to estimate the recombination 
efficiency as a function of surface temperature.[11] These experiments indicate that there is 
some desorption of HD from the cold surface (5 – 7 K), but the flux for this “prompt” reaction 
is found to be low in comparison to the number of HD molecules desorbed between 10 and 20 
K during the heating process. TPD experiments have also shown that the formation of HD on 
amorphous carbon surfaces is efficient between 8 - 20 K[11] and, when formed on amorphous 
water ice, the nascent HD is translationally cold.[13]  Related TPD experiments to study 
recombination of amorphous water ice surfaces clearly showed nascent HD molecules 
thermalise in the pores of the porous film.[14,15] 
The chemisorption of H(D) atoms to a graphite surface is an activated process; there is a 
barrier to chemisorption of 0.2 eV.  This barrier is due to a carbon atom puckering out of the 
plane of the surface to bond with the H atom.  This surface reconstruction, and thus 
chemisorption, is only possible with a hyper-thermal beam of incident atoms.  Using such a 
H-atom source, this reconstruction has been observed by Hornaeker et al. via scanning 
tunnelling microscopy (STM).[16]  These investigations indicate that hot D atoms binding to 
a graphite surface form two different characteristic structures, one with the two D atoms on 
opposite sides of a graphite hexagon (para) and the other with the D atoms adjacent on the 
graphite ring (ortho). Recombination of D atoms was found to proceed through the para 
structure. A subsequent study[17] found that the average translational energy for nascent D2 
moving normal to the surface was approximately 1.3 eV, leaving about 60% of the desorption 
energy to be distributed between ro-vibrational energy or to be deposited into the surface. 
Zecho et al. have carried out STM experiments studying the chemisorption of D atoms on 

graphite surfaces,[18] and 
at low deuterium 
coverages only isolated D 
atoms were observed on 
the surface. However, 
when the coverage was 
increased deuterium 
dimers were found to 
dominate. Earlier work by 
Zecho et al. has verified 
experimentally the 0.2 eV 
barrier to chemisorption 
when H and D atoms 
chemisorb onto a HOPG 

surface.[19] 
There has been a considerable amount of the theoretical work investigating the formation of 
H2 on dust grain analogues.  The majority of this work has concentrated on the Eley-Rideal 
mechanism.[20-26]  Indeed, computational investigations first predicted the 0.2 eV barrier to 
H-atom chemisorption.  More recent theoretical work has concentrated on the LH mechanism, 
which may be the more relevant for cold interstellar clouds.[27,28]  Overall, all the theoretical 
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Figure 2. A ro-vibrational distribution 
measured for HD formed by atomic 
recombination on a cold graphite 
surface. 

investigations have indicated that H2 formed on dust grain analogues should possess 
considerable internal excitation. 
As shown above, to date there is no information on the internal energy of the H2 molecules 
formed on cold (15 K) prototypical interstellar surfaces.  The objective of the experimental 
programme described in this presentation is to address this shortcoming and reveal the ro-
vibronic excitation of the nascent hydrogen molecules. 

2. Experimental 
The UHV experimental apparatus is designed to probe the ro-vibrational excitation of nascent 
HD formed on an HOPG surface cryogenically cooled to 15 K (Figure X) and has been 
previously described in detail in the literature.[5,6]  Separate thermal (300K) beams of H and 
D atoms, formed by the microwave dissociation of H2 and D2, continuously irradiate the 
surface. The HD formed on the surface is state selectively ionised using 2+1 REMPI via the 
E, F 1�g

+ state.  For example, ionisation of the v� = 5 – 7 vibrational states requires 
wavelengths ranging from 235 – 241 nm.  The resulting HD+ signals are detected using time-
of-flight mass spectrometry (TOFMS). For each vibrational state the REMPI signal is 
appropriately corrected for laser power variations and rotational transition strengths to yield 
the relative population for each J� state detected.   
It is important to note that the TOFMS measures the density of the HD molecules in a given 
(v�,J�) state and not the flux from the surface; the density and flux are related to each other by 
the molecular velocity. Thus, assuming that the nascent HD molecules do not have markedly 
different velocities then the fluxes of HD in the different (v�,J�) states, and hence the relative 
populations formed at the surface, should be well represented by the densities detected by the 
TOFMS. 

3. Results 
Our experiments clearly observe the 
formation of HD in v�=1-7.  This 
contribution will present our recent results 
showing the first experimental ro-vibronic 
distribution for the formation of HD (v�>0, 
J�) form H and D atoms on a graphite 
surface at 15 K.  A typical ro-vibrational 
distribution is shown in Figure 2 and clearly 
indicates that HD is predominantly formed 
with considerable vibrational excitation, v�= 
4 appears the most densely populated 
vibrational state.  These results will be 
placed in context of other experimental and 
theoretical work.  In addition, the recent 
observation of interstellar infrared 
transitions, which have been assigned to the 
relaxation of nascent H2 molecules which are ro-vibrationally excited (formation pumping), 
supporting our experimental observations, will also be discussed.  The consequences of our 
measurements for interstellar chemistry will also be considered. 
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New methods in slowing down supersonic beams 

Uzi Even 

Sackler school of Chemistry, Tel Aviv University, Israel 

We are developing two new methods to slow down supersonic beam.  The first one is 

using reflection of a seeded supersonic beam from an “atomic paddle”. The beam is 

generated by a cryogenic pulsed valve fed with a mixture of 10% Helium in Neon and 

cooled to 80K. The beam has a velocity of 520m/s with good uniformity (3%). After 

collimation the beam is reflected from a fast receding crystal surface. The crystal is 

mounted on a long rotating arm. If the tangential speed of the receding crystal is half of 

the beam velocity, that Helium atoms will come to rest at the laboratory frame.  

   

Figure 1:The cryogenic fast pulsed valve is on the left. The skimmed beam hits a silicon 

crystal mounted on a rotating arm and is elastically reflected to the detector chamber. 

The first results (Figure 2) are promising and we managed to produce intense, directed 

beams of slow helium. Possible uses will open new roads in low energy collision with 

molecules, surface physics and quantum metrology.  
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Figure 2: Reflected Helium velocity as a function of the receding mirror velocity 

Another ongoing effort is producing a Zeeman slower of atoms and molecules. A series 

of pulsed intense magnetic fields is shown to be similar to a Stark slower for dipolar 

molecules.  First results will be shown of slowing Ne
*
 with an array of 18 slowing stages. 

    

Figure 3: an array of 18 magnetic slowing stages 
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The interaction of low energy electrons with biomolecules is vitally important for the 

molecular mechanisms of radiation damage. The irradiation of a living cell leads to a cascade 

of ionisation events producing reactive secondary electrons with a most probable energy 

below 10 eV [1]. Previously it was demonstrated that electrons with kinetic energies below 12 

eV are able to effectively induce single and double strand breaks in plasmid DNA [2]. The 

yield of DNA single strand breaks is even higher at electron energies below 1 eV [3]. The 

characteristic resonant features in the strand break yields indicate that dissociative electron 

attachment (DEA) may be the initial step of decomposition. 

To elucidate the intrinsic properties of individual DNA building blocks, DEA of nucleobases 

[4], sugars [5] and phosphate esters [6] were studied previously in the gas phase. 

However, a better understanding of electron induced processes in DNA requires the transfer 

of larger systems into the gas phase, which are composed of different DNA building blocks, 

for instance whole nucleotides. While the individual subunits of DNA (nucleobases, sugars 

and phosphate esters) can usually be transferred into the gas phase as intact molecules by 

appropriate thermal heating, this technique is no longer feasible for larger systems. Moderate 

heating of thymidine, e.g. (thymine coupled to 2-deoxy-D-ribose), showed that it is partly 

subjected to decomposition in the course of the evaporation process [7]. The standard 

methods matrix assisted laser desorption/ionisation (MALDI) and electrospray ionisation 

(ESI) are of limited use for DEA since a large number of ions are generated. However, the 

investigation of DEA requires neutral and intact molecules. A new experimental setup is 

presented here that utilises laser induced acoustic desorption (LIAD), which was successfully 

employed previously to desorb only neutral molecules [8].  

A gentle desorption of intact molecules is demonstrated using thymidine. The ion yield curve 

of [Thymine-H]
-
, which is generated by N-glycosidic bond cleavage in thymidine [7], exhibits 

a single maximum around 7 eV. The low-energy resonance at 1.2 eV that is observed in 

isolated thymine [4] is completely suppressed in thymidine. 

Dissociative electron attachment to ribose-5-phosphate is studied applying laser-induced 

acoustic desorption. Electron attachment close to zero eV is observed resulting in the 

formation of H2PO4
-
 and (Ribose-H)

-
, which are created by a C-O and P-O bond cleavage, 

respectively. Both reactions represent a strand break in DNA or RNA at very low electron 

energies. DEA to ribose-5-phosphate is compared with metastable decay spectra of 

deprotonated ribose-5-phosphate obtained in MALDI measurements. 
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1. Introduction: 
 
"WEO 2006 reveals that the energy future we are facing today, based on projections of 
current trends, is dirty, insecure and expensive. But it also shows how new government 
policies can create an alternative energy future which is clean, clever and competitive – the 
challenge posed to the IEA by the G8 leaders and IEA ministers" [1]. Such a challenge 
necessarily offers many opportunities, but I have the distinct impression that political and 
commercial lobbies are seizing these with more mediatic impact than do most scientists or 
university professors.  
 
Transportation, which most readily relates to public opinion, is receiving widespread 
attention. Thanks to Governor Arnold Schwarzenegger "California is investing millions of 
dollars to line our freeways with hydrogen fuelling stations so that low emission cars can 
travel up and down our wonderful state," [2] and Governor Hillary Clinton "Voted YES on 
targeting 100,000 hydrogen-powered vehicles by 2010" [3]. As some of you (or few of you, 
as this is a October 10, 2007 release) may know, "The European Union on Wednesday 
proposed a project worth as much as €1 billion to fund development of hydrogen-powered 
cars" [4]. The - questionable, but politically highly attractive - argument is that hydrogen 
driven cars are environmental friendly because their exhaust contains only water vapour. The 
question where the hydrogen comes from is of course generally "forgotten" and proponents do 
not hesitate to claim that (untaxed) hydrogen as a fuel is no more expensive than gasoline, 
thereby also "forgetting" that public energy prices in many parts of the world consist mostly 
of taxes. 
 
Hydrogen is bound to play an increasingly important role in the elaboration of sustainable 
energy policies. But not as a fuel for private vehicles, for which its physical and chemical 
properties are just not suitable. Europe's scientific community should not, I would think, 
remain silent when well-organised lobbies are attempting to convince the EC to waste €1 
billion on a project [4] that has little innovative content and even less potential benefits. 
 
2. Hydrogen facts rather then myths: 
 
According to the EIA's 2007 International Energy Outlook, world energy consumption should 
exceed 700 Quadrillion Btu/year by the year 2030, as compared to the present value of about 
500 Qbtu/year [5]. Most of the increase will take place in fast-developing countries in Asia, 
which will double their energy consumption over that same period. Coal will contribute the 
major share in meeting these new requirements, especially in China, where new energy 
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requirements are large and where coal is plentiful. The predicted increase in Chinese coal 
consumption, 47 Qbtu/year; is more than twice as large as present-day coal consumption in 
the US, the world's second largest coal consumer at about 23.5 Qbtu/year. It is not realistic to 
expect the people in developing countries to adopt consumption patterns that do not make 
economic sense. As there is little doubt that oil and –increasingly- coal will remain the main 
source of energy for several decades to come, the short- and medium term focus should be on 
saving energy, improving the efficiency of fossil-fuel extraction and conversion, optimising 
combined-power cycles, and, most urgently, developing CO2 sequestration processes that are 
reliable and economically sustainable. When considering different fuel options for private and 
public transport, the overriding criteria should be overall energy efficiency and global CO2 
reduction rather than showcase ecology. For private transport, hydrogen-driven vehicles are 
about the least attractive option that one can imagine, especially if it relies on the "good old 
internal combustion" engine as proposed in BMW's 12 cylinder dual-fuel sedan [6].  
 
Running an IC engine with hydrogen as a fuel is not exactly a new idea: the first IC engine, 
built in 1805 by Swiss inventor Isaac de Rivaz, used hydrogen as a fuel [7]. Starting in 1886, 
French army engineer Charles Renard developed an IC engine designed to propel a military 
hydrogen-filled airship, fueled by a mixture of gasoline and hydrogen. At the end of WW2, 
oil shortage prompted the re-discovery of gas-powered IC with bio-fuel generators to produce 
syngas typically containing 50% hydrogen. On-site generation of hydrogen, advertised as a 
potential solution for decentralised filling stations, was implemented by the French army at 
the battle of Fleurus, in 1794. 
 
But running an IC engine on hydrogen results in an energy efficiency of only 10 to 15%, as 
compared to about 25% for a common-rail diesel, and 30% for a hybrid diesel [7]. The fuel 
production efficiency can reach 80% for diesel fuel, and 70% for hydrogen obtained by steam 
reforming of natural gas. Hydrogen liquefaction consumes at least 25% of its useful energy 
content. Compounding these efficiency figures, an IC engine fueled with liquid hydrogen is 
found to consume about 3 times more primary fossil fuel than a hybrid diesel.  And it 
produces 3 times more CO2. Since one can hardly imagine cleaning up our cities by dumping 
3 times more pollution in someone else's back yard (or can we?), the best we can expect from 
this 200-year old invention is to consume 3 times too much fuel while needing to sequester 3 
times more CO2. Who needs a fuel guzzling BMW anyway? 
 
The situation looks more realistic when considering a vehicle powered by a hydrogen fuel 
cell, rather than by an IC engine. Neglecting the substantially higher energy impact of 
distributing hydrogen rather than diesel fuel, and optimistically assuming a fuel cell efficiency 
of 50%, one obtains comparable overall efficiencies, about 25%, for the hydrogen car and for 
the hybrid diesel. Running prototype public vehicles to develop reliable, efficient and cost 
effective fuel cell does make sense, not only for hydrogen, but also other liquid fuels, in 
particular methanol [8]. But it is not necessary to line our highways with hydrogen filling 
stations to develop sustainable fuel cell technology. 
 
3. Hydrogen in an  E Economy: 
 
Hydrogen will become an even less realistic option for private vehicles when electric power 
from nuclear plants or from renewable resources will gain in importance, the most likely 
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scenario to respond to Europe's energy requirements.  Producing hydrogen by electrolysis to 
power a fuel-cell vehicle provides an overall energy efficiency of at best 23%, while a battery 
powered electric vehicle could yield an efficiency of 69% [9]. Electric vehicles, in particular 
plug-in hybrids ("PHEV's"), have the major advantage of being able to charge their batteries 
during night when electricity demand is low. They can also contribute to buffering 
discontinuous electricity sources, such as solar cells and wind turbines. Equipped with a fuel 
cell, they can provide electricity back-up for private homes and provide power in remote 
locations [10]. They will facilitate Europe's evolution towards a sustainable E Economy [9] 
without requiring costly investments in a new hydrogen distribution network. SEEC© cars 
makes much more sense than hydrogen-powered private vehicles. 
 
Battery technology, however, certainly needs many improvements to fully meet the specific 
demands of electric vehicles [10], including the vital need for sustainable manufacturing and 
recycling practices. Several recently announced R&D projects [11] and scientific advances 
[12] are witness to the growing awareness that improved battery technology is key to 
providing energy efficient transport that significantly decreases CO2 emission. 
 
Several major European companies have world-class expertise in generating and distributing 
electric power. ITER is without doubt the most ambitious and the most challenging project 
one can think of when striving to radically depart from what we have been doing ever since 
we learned how to light a fire [13]: use or waste solar energy from the past without worrying 
too much about the energy resources available to the next generations. Europe cannot afford 
to miss this unique opportunity to be world leader in developing fusion technology, even if 
industrial implementation within the next decades is not at all certain.  Innovation in public 
and private transport technology should, I would think, be coherent with the ambition to 
increase the share of sustainable electric power in our energy portfolio. If the EU wishes to 
invest an additional € 1 Billion in transport R&D, let us opt for fuel cells and batteries. 
 
Hydrogen is used in increasing amounts in oil refining, ammonia synthesis and the production 
of methanol and other base chemicals, and it is mostly produced by steam-reforming of 
natural gas [14]. As access to oil and natural gas becomes more difficult and costly, hydrogen 
will increasingly be produced by gasification of coal under the form of syngas (a mixture of 
hydrogen and CO) which is burned in a gas turbine to drive an electricity generator [15]. Such 
IGCC (Integrated Gasification Combined Cycle) technology can also be fueled by asphalt, 
refinery waste or petroleum coke. The syngas can also be converted by Fisher-Tropsch 
technology to produce synthetic high-quality diesel fuel, naphtha, LPG and methanol. The 
methanol can be used as base chemical, it can power fuel cell vehicles, or it can be upgraded 
to high-octane gasoline. South Africa's SASOL perfectioned the production of synthetic fuels 
when the country had limited access to oil, and to-day successfully competes on the market 
for low-sulphur fuels when crude oil quotes at $ 70 or more. At time of writing, crude oil 
exceeded $ 90 a barrel. Coal-based power generation or fuel synthesis, however, generate 
large amounts of CO2, and are sustainable only if the carbon dioxide is efficiently captured 
and sequestered. Industrial sites that integrate coal gasification, power generation and the 
production of syngas-derived chemicals with reliable sequestration of CO2 will provide 
opportunities for buffering electric power requirements through large-scale storage of 
hydrogen. Such storage facilities may also serve to fuel buses and other transportation 
vehicles for which the low energy to volume ratio of hydrogen is not as serious a problem as 
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for private vehicles. In addition, safety precautions required by the characteristics of hydrogen 
(low ignition energy, broad flammability range, risk of destructive shock-wave detonation 
when confined) will be more reliably mastered in an industrial site than at a highway gas 
station. Preparing a possible future for hydrogen as an energy carrier, I would argue, does not 
require highway filling stations, but technology for large-scale sequestration of CO2, 
development of industrial fuel cells and efficient electrolysers for power buffering, and large-
scale, safe storage of hydrogen that preferably avoids energy-intensive liquefaction. 
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The potential importance of negative ions in the chemistry of interstellar clouds, suggested as 

early as 1973 by Dalgarno and Cray [1], was subsequently revoked and analysed in some 

theoretical studies [2-6]. However, the unambiguous detection of the first interstellar 

molecular anion took rather long time. In 2006, McCarthy et al. [7] were able to record the 

radio spectrum of C6H
-
 in the laboratory and could show that this seven-atomic anion is the 

carrier of the harmonic sequence of molecular lines B1377, detected a decade earlier by radio 

astronomy in the circumstellar envelope of the evolved carbon star IRC+10216 [8]. Very 

recently, two more members of the C2nH
-
 series of anions, C4H

-
  and C8H

-
, could be detected 

in astronomical sources [9, 10], following studies of their pure rotational spectra in the 

laboratory [11]. 

Since the cyanopolyynes (HC2n+1N), which are chemically closely related to the above 

anions, have been well known interstellar molecules for some decades, we may anticipate 

that their anions, C2n+1N
-
, may be of interest to interstellar cloud chemistry, as well. Previous 

quantum-chemical studies on C2n+1N
–
 ions [12-15] reported ab initio predictions on 

geometries, vertical electron detachment energies, fragmentation energies and harmonic 

vibrational frequencies. The mass-spectrometric investigations of laser-ablated cyano group 

containing solids, and of soot or graphite arcing in nitrogen atmosphere, disclosed CN
–
 and 

C3N
–
 as the principal products [16], with a clear indication that species bearing an even 

numbers of carbon atoms are much less stable than nearest odd-numbered species; ions as 

large as C13N
–
 could be detected. Furthermore, Grutter et al. [17] reported on electronic 

absorption spectra of C2n-1N
–
 anions (n=4-7), mass-selected and isolated in neon matrices. 

Some infrared absorption bands could be observed for C5N
-
, C7N

-
 and C9N

-
, as well. 

Several attempts have been reported to above matrix isolation IR spectra of the smallest 

member of the C2n+1N
-
 series with n = 1, the cyanoacetylide ion (C3N

-
) [14, 15, 18]. The 

present poster reports experimental results obtained at Warsaw, making mainly use of IR 

spectroscopy in argon and krypton matrices in conjunction with the cold-window-radial-

discharge (CWRD) technique [18]. Accompanying ab initio calculations were carried out 

with the coupled cluster variant CCSD(T) and large basis sets; the MOLPRO suite of 

programs [20] was used throughout. Results of the spectroscopic studies and of the 

calculations are given in Fig. 1 and Table 1. Predictions are also made for the less stable 

isomer CCNC
-
. 
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Figure 1. Kr-matrix absorption spectra resulting from CWRD experiments with 
14

N- and 
15

N-isotopomeres of cyanoacetylene. Arrows depict isotopic shifts. Unassigned bands marked 

by ‘X’ have their Ar-matrix equivalents at 2194 and 2170 cm
-1

, for 
14

N- and 
15

N-species, 

respectively.  

 

 
 

Table 1. Anharmonic wavenumbers (in cm
-1

) and absolute IR intensities (in km mol
-1

; in 

paren-theses) for stretching vibrations of C3N
-
 and CCNC

- 
 isotopomers 

a
 

 

Band C3N
- 

C3
15

N
-

CCNC
-

CC
15

NC
-

�3   866.7 (10.0)   856.6 (10.0)   877.6 (4.5)   872.5 (4.8) 

2�3 1727.2 (1.1) 1707.1 (1.0) 1746.3 (0.4) 1736.2 (0.37) 

�2 1940.9 (46.0) 1932.7 (33.2) 1929.0 (67.7) 1922.0 (51.0) 

�1 2182.3 (474.6) 2164.2 (482.0) 2077.9 (100.6) 2047.7 (116.8) 

3�3 2581.2 (0.14) 2551.6 (0.13) 2604.2 (0.1) 2591.0 (0.13) 

�2 + �3 2804.5 (1.0) 2786.3 (0.66) 2804.1 (0.54) 2792.3 (0.27) 

�1 + �3 3046.7 (8.5) 3018.2 (8.9) 2955.7 (5.4) 2920.4 (5.5) 

4�3 3428.9 (0.005) 3389.9 (0.005) 3457.4 (0.003) 3437.1 (0.003) 

�2 + 2�3 3661.9 (0.04) 3633.9 (0.02) 3670.4 (0.05) 3653.8 (0.05) 

2�2 3866.3 (3.0) 3850.7 (3.1) 3843.8 (1.4) 3831.0 (1.1) 

�1 + 2�3 3904.9 (0.08) 3866.1 (0.07) 3824.2 (0.009) 3783.8 (0.005) 

�1 + �2 4108.9 (0.35) 4081.4 (0.18) 3986.7 (0.18) 3946.8 (0.77) 

5�3 4270.1 (0.0002) 4221.9 (0.0002) 4294.8 (0.00004) 4274.4 (0.00004) 

2�1 4345.2 (0.008) 4310.1 (0.03) 4137.2 (4.5) 4079.0 (3.7) 

 
a
 Results of variational calculations with an approximate stretch-only vibrational 

Hamiltonian [21] and three-dimensional CCSD(T)/aug-cc-pVQZ potential energy surfaces 

and dipole moment surfaces. 
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 The strongest vibration (�1) of C3N
-
 is predicted at 2182.3 cm

-1
, with an absolute IR 

intensity of 475 km mol
-1

. In the matrix spectra, absorptions (in cm
-1

) at 2178.7/2173.0 (Ar 

matrix) and 2173.9/2168.5 (Kr matrix) are assigned to this band. The less intense band 

calculated at 1940.9 cm
-1

 has an experimental counterpart at 1935.7 cm
-1

 (Ar matrix) and 

1932.0 cm
-1

 (Kr matrix). 

 Accurate equilibrium structures for C2n+1N
-
 anions up to n = 4, obtained from 

CCSD(T) calculations plus systematic corrections (see, e.g., [22]), are displayed in Fig. 2. 

The figure also includes the corresponding equilibrium rotational constants Be. For C3N
-
, 

the zero-point vibrational contribution was calculated to be 0.606 MHz so that a ground-

state rotational constant of B0 = 4852.8 MHz is predicted for this species. 

 

Figure 2. Recommended equilibrium bond lengths (in Å) and equilibrium rotational 

constants (Be) for linear C2n+1N
�
 ions. 

 

NCC C �

CCC C NC
�

CCC C CC NC
�

CCC C CC CC NC �

1.2517 1.3662 1.1714

B = 4853.4 MHz
e

B = 4853.4 MHz
e

B = 1387.8 MHz
e

B = 1387.8 MHz
e

B = 582.0 MHz
e

B = 582.0 MHz
e

B = 290.1 MHz
e

B = 290.1 MHz
e

1.3570 1.16981.2582 1.3452 1.2313

1.2287 1.35921.3381 1.2379 1.3374 1.16811.2611

1.3403 1.22591.2408 1.3306 1.2353 1.36131.33421.2628 1.1667  
 

 Electric dipole moments, the squares of which are proportional to the intensities of 

radioastronomical lines, were calculated at the recommended equilibrium structures of Fig. 

2 and refer to the molecular centre of mass. CCSD(T) results are 3.101 D (C3N
-
), 5.233 D 

(C5N
-
), 7.545 D (C7N

-
) and 10.173 D (C9N

-
). There is thus a huge increase with increasing 

chain length, much stronger than calculated earlier for the HC2n+1N series [23]. 

 The adiabatic electron affinity of C3N is calculated to be 4.34 eV. The most reliable 

experimental value found in the literature is 4.59±0.25 eV, obtained through a study of 

dissociative electron attachment to HC3N in the electron energy range 0-12 eV [24]. 

 Further predictions for properties of the larger cyanopolyyne anions with n = 2-4, in 

particular vibrational wavenumbers and absolute IR intensities, are made on the poster.  
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Abstract 
We report the analysis of high resolution FTIR spectra of the chiral molecule CHBrIF. The spectrum 

was measured with the high resolution Zurich collisional cooling setup consisting of the Bruker 

IFS125 HR Zurich prototype [1] and a collisional cooling cell [2]. The infrared spectrum of CHBrIF 

was recorded in the range 600-1300 cm-1 at 190 K and 295 K with a resolution of 0.001 cm-1. A 

rovibrational analysis of the CF-stretching mode of the two isotopomers CH79BrIF (�0 = 

1060.81587cm-1) and CH81BrIF (�0 = 1060.77877 cm-1) is presented and the relation to parity violation 

is discussed [3]. 

 

1. Introduction 
Molecular parity violation is of great interest for fundamental aspects of molecular dynamics 

and symmetries [3-5] (and references cited therein). In this context there have already been 

quite early suggestions and unsuccessful attempts towards infrared spectroscopic study [6-8] 

as well as early attempts towards a quantitative theory of molecular parity violation [9]. An 

experiment has also been suggested to measure the very small parity violating energy 

difference �pvE between enantiomers of chiral molecules [10], on the order of 100 aeV 

(corresponding  to 10
-12

 cm
-1

 or 10
-11

 J mol
-1

), depending on the molecule considered, of 

course. 

 

Recent theoretical work has shown that �pvE is typically one to two orders of magnitude 

larger [11-13] than anticipated on the basis of the older theories, and this substantial 

theoretical increase can be considered to be well established now from independent work of 

several groups (see reviews [3-5]). Still, the effects remain very small and the experimental 

detection of parity violation in chiral molecules remains one of the major challenges of high 

resolution molecular spectroscopy. As a first basic step towards this goal, we have started to 

analyse the rovibrational spectra of chiral molecules some time ago (see reviews [1-5]). For 

instance, some initial work concentrated on microwave, infrared diode laser and FTIR 

spectroscopy of CHFClBr in molecular beams [14]. While sufficient to achieve the first 

rovibrational analysis for chiral molecules, this technique can be estimated to be able to 

resolve at best relative frequency shifts ��/� 10� -9 
between separate enantiomers in low 

temperature beams at the Doppler limit [5,14]. Subsequent Doppler free spectroscopy on 

room temperature samples of CHFClBr resulted in an experimental limit of about ��/� 10� -14 

[15] whereas the theoretical prediction is about �pv�/� 10� -17
 [16]. Similar values apply to 

CDFClBr [16], for which also high resolution analyses of IR spectra have been reported 

[17,18]. Using methods closely mirroring the work on CHFClBr [14], some recent 

spectroscopic work has been conducted also on CHFClI [19], for which larger values of  

�pv�/� are expected. However simple scaling rules based on the early work in [11] suggest 

that still larger values should be obtained in molecules with two highly charged and heavy 

nuclear centers such as CHBrIF [20,21] (see also ref. [22] for some early history of 

calculations of frequency shifts). Quantitative calculations confirm this expectation for 
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CHBrIF with predictions for �pv�/� on the order of 10
-15

 [23,24], which comes close to current 

experimental limitations [15]. 

 

Here, we present IR-spectroscopic results and a first high resolution analysis for the infrared 

spectrum of CHBrIF. We were able to analyse the FTIR spectra of the two isotopomers 

CH
79

BrIF and CH
81

BrIF in the CF-stretching region and we can discuss line coincidences 

with CO2 laser lines. Moreover, we can now propose which kind of transitions (a- or c-type) 

should be preferably used. The challenging task consists first of resolving the highly 

congested FTIR spectrum of CHBrIF and second of performing the rovibrational analysis of 

this infrared spectrum. We were able to rotationally resolve the infrared spectrum of CHBrIF 

in the range 600-1300 cm
-1

 using our high resolution FTIR Bruker prototype spectrometer 

[18] in combination with a collisional cooling cell and we were able to conduct a line-by-line 

assignment. 

 

2. Experimental
The FTIR spectrum of CHBrIF was recorded at 190 K and 295 K in the region 600-1300 cm

-1 

with an instrumental resolution of better than 0.001 cm
-1

 and a pressure of 0.2 to 0.5 mbar. 

For the spectra taken at 190 K a newly designed multi-reflection, collisional and enclosive 

cooling cell cell with a optical path length up to 15 m [2] was combined with the Zurich 2001 

prototype IFS125 Bruker spectrometer. Doppler widths are a little less than 0.007 cm
-1

 at 

190K, close to the instrumental bandwidth. The room temperature spectra were recorded in a 

White-type cell with path lengths up to 19.6 m. 150 scans were coadded and the spectrum was 

calibrated with OCS. 

1057.651057.601057.551057.501057.451057.40

Wavenumber  / cm
-1

exp. spectrum CHBrIF, 190 K

sim. of CH
79

BrIF and CH
81

BrIF, 190 K

sim. of CH
79

BrIF,  190 K

sim. of CH
81

BrIF,  190 K

 
Figure 1: A comparison of a small part of the measured P and Q branch a-type lines of the 

CF-stretching band of CH
79

BrIF and CH
81

BrIF (top trace experiment, T = 190 K, path length 

= 15 m, Doppler limited resolution = 0.0008 cm
-1

) with a simulation of CH
79

BrIF and 

CH
81

BrIF (second trace, resolution = 0.001 cm
-1

), a simulation of CH
79

BrIF (third trace, 

resolution = 0.001 cm
-1

) and a simulation of CH
81

BrIF (lower trace, resolution = 0.001 cm
-1

).  
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3. Analysis and discussion 
CHBrIF exists as a mixture of two major isotopomers CH

79
BrIF and CH

81
BrIF. Due to the 

two heavy atoms the rotational structure of the bands is dense, extremely congested and 

complicated. Hybrid bands of a- and c-type have been observed. We have analysed the CF-

stretching band in the present work. The assignment of the observed rovibrational transitions 

belonging to a particular subband consisting of P and R branches has been carried out 

efficiently with an interactive Loomis-Wood assignment program previously designed for 

linear molecules [25]. The a- and c-type bands were identified as P and R branches up to J < 

110, Ka < 23 for a-type series and J < 75, Kc < 47 for c-type series in both isotopomers.  

 

The rovibrational analysis was carried out with Watson's A reduced effective Hamiltonian in 

the III
r

representation up to sextic centrifugal distortion constants using the WANG program 

described in [26]. The spectroscopic constants of each band of CH
79

BrIF and CH
81

BrIF were 

fitted separately according to the A reduction for the ground state and upper state levels with 

standard deviation of drms = 0.000287 cm
-1

 for CH
79

BrIF and drms = 0.000295 cm
-1

 for 

CH
81

BrIF. There were no spectroscopic constants of the ground state nor of any excited state 

available for either isotopomer prior to our study. The c-type transitions are globally 

perturbed for both isotopomers as opposed to the a-type transitions which do not illustrate any 

sign of perturbation even up to J = 110. A comparison of the experimental spectrum and a 

simulation of the CF-stretching band for CH
79

BrIF and CH
81

BrIF based on the adjusted 

spectroscopic constants is shown in Figure 1. Part of the a-type P and Q branch and c-type P 

branch lines is illustrated. The agreement with the simulation is quite good considering that 

the simulation does not include hot bands in such a congested and complicated spectrum. As 

one can see the a-type Q branches are widely spread over the spectral range labelled by the 

strong bandheads in Figure 1. Surprisingly, the a- and c-type P branch lines are partially 

resolved. Only the asymmetric splitting of the lines is not resolved at this stage. The a-type P 

branch lines are at quite similar positions for both isotopomers CH
79

BrIF and CH
81

BrIF as 

opposed to the a-type Q branch lines which are at quite different positions for both 

isotopomers but are not well resolved within each isotopomer spectrum. The c-type lines of 

both isotopomers are partially resolved. However, the c-type lines are globally perturbed. 

4. Conclusions 
We have rovibrationally resolved the infrared spectrum of CHBrIF at room temperature and 

at 190 K using high resolution FTIR spectroscopy in combination with collisional cooling 

methods. We were able to analyse the spectrum in the CF-stretching regions for both 

isotopomers. We determined the spectroscopic constants of the ground state and the excited 

states of CH
79

BrIF and CH
81

BrIF for the first time. Using these ground state constants we can 

now analyse the submm wave spectrum of CH
79

BrIF and CH
81

BrIF. The present analysis 

provides the basis for future experimental tests of parity violation in CH
79

BrIF and CH
81

BrIF 

using spectroscopy at ultra high resolution. In this context we have already derived some 

coincidences with CO2 laser lines. Considering our analysis we recommend a-type lines 

instead of c-type lines for ultra-high resolution experiments due to the global perturbation of 

the c-type lines. While in the long run quantitative measurements of parity violation in lighter 

molecules are important for reasons discussed in [3-5], CHBrIF may still be very useful as an 

important experimental starting point because CO2 laser- [15] and submillimeter wave 

spectroscopy [27] can be conducted on this molecule. 
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Silane (SiH4) is commonly used to manufacture silicon-based devices either by molecular 

beam epitaxy (MBE) on Si(100)-2x1 and Si(111)-7x7 surfaces [1] or by chemical vapor 

deposition (CVD) processes on various silicon substrates [2]. A detailed understanding of 

silane chemisorption on Si(100)-2x1 is therefore of significant economic interest. We study 

this reaction at a fundamental microscopic level using our ability to prepare SiH4 molecules in 

specific vibrationally excited quantum states by laser radiation. In addition to exploring the 

details of this technological important reaction, the controlled deposition of isotopically 

enriched silicon layers via isotope selective laser excitation is of interest to improve transport 

properties of silicon-based devices, such as thermal and electrical conductivity [3, 4], as well 

as to develop spintronic devices which could be used in quantum computers [5, 6]. 
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We present here new results for the state-resolved dissociative chemisorption of SiH4 on 

the Si(100)-2x1 surface. Using Surface Differential Reflectivity (SDR) technique, we probe 

the uptake of ground state SiH4 on Si(100)-2x1 as function of incident kinetic energy and 

surface temperature, which provide clear evidence of the coexistence of two different 

pathways to chemisorption (Fig. 1). 

Figure 1: Reactivity of ground 

state SiH4 on Si(100)-2x1 as 

function of normal incident 

kinetic energy and for a surface 

temperature of (�): Ts=473 K, 

(�): Ts=373 K. 

In the first pathway, which dominates the silane reactivity for incident kinetic energies 

above 30 kJ/mol, the sticking coefficient increases exponentially with the normal kinetic 

energy (En), a tell-tale sign of a direct activated chemisorption. At En < 30 kJ/mol, the silane 

reactivity decreases with increasing either kinetic energy or surface temperature. Such kinetic 

energy and surface temperature dependence is characteristic of a precursor-mediated

chemisorption mechanism, where the incident molecule is first trapped in a weakly bound 

physisorbed state prior to reaction or desorption. Due to the strong temperature dependence, 

the precursor-mediated pathway is relevant only for reactions performed at low surface 

temperature such as in CVD, while the direct mechanism is relevant for both CVD and MBE. 

We use laser excitation of the incident silane molecule in the molecular beam to probe for 

the first time the effect of vibrational excitation on the chemisorption reaction via both 

pathways. A novel application of secondary ion mass spectrometry (SIMS) enables us to 

accurately quantify small amounts of chemisorption products of silane on silicon surface. 

Through these measurements, we demonstrate for the first time that the chemisorption of SiH4

on Si(100)-2x1 is vibrationally activated in the direct pathway. Figure 2 shows the results of a 

SIMS analysis of a Si(100) sample that has been exposed twice to a molecular beam, once 
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with and once without laser excitation. For the laser-on deposition, about 6% of the incident 

SiH4 molecules were excited to the first overtone of the local mode Si-H stretch �1100>. For 

the laser-on deposition, a higher coverage of chemisorption products is detected 

demonstrating an increase in reactivity for the direct chemisorption pathway due to the ~4350 

cm
-1

 of vibrational energy added to molecule in the form of �1100> vibration . 

Figure 2: SIMS measurement 

of two molecular beam 

footprints from identical dose 

of fast SiH4 (i.e. direct path 

only) on Si(100)-2x1. The 

footprint labeled "laser ON" 

results from a molecular 

beam irradiated by a IR laser 

tuned on the R(1) �1100>

transition of SiH4.

Furthermore, we observe different enhancement in reactivity for the two nearly 

isoenergetic vibrational states, �2000> and �1100>, which correspond to Si-H stretch 

excitation of one or two Si-H bonds of the SiH4 molecule, respectively. For En=54 kJ/mol, 

�2000> excited silane molecules are found to be 70% more reactive than SiH4 excited 

to�1100> (Figure 3). The higher reactivity of the �2000> state compared to the �1100> state 

can be understood qualitatively in terms of the different amount of Si-H stretch amplitude in a 

single Si-H bond for the two states. The local mode overtone �2000> has one bond stretched 

to a larger Si-H distance than either of the two excited bonds for the �1100> state. 

The�2000> therefore matches more closely the transition state geometry of the dissociation 

reaction and should cause a larger increase in reactivity. The observed difference in the 

reactivity for the two nearly isoenergetic states is an evidence for mode specificity in this 

gas/surface reaction and shows that intramolecular vibrational redistribution (IVR) is not 

complete on the subpicosecond timescale of the direct chemisorption reaction. The 

observation of mode specificity in the reaction of silane on a semiconductor surface also 
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demonstrates that vibrationally mode specific chemisorption is not limited to the reaction of 

methane on nickel surfaces, as observed previously by us and others [7-9], but is a more 

general physical phenomenon. 

Figure 3: Reactivity 

enhancement compared to 

ground state SiH4 for two 

nearly isoenergetic vibrational 

states as function of normal 

incident kinetic energy. 

Finally, we observe for the first time the effect of vibrational energy on a precursor-

mediated chemisorption pathway. In contrast to the effect of adding translational energy, 

which causes the reactivity to decrease, the reactivity of SiH4 on Si(100)-2x1 is increased for 

vibrationally excited incident molecules. This result demonstrates that vibrational excitation 

does not prevent the trapping of SiH4 in the weak physisorption well and that the vibrational 

lifetime of the physisorbed silane molecule on the Si(100)-2x1 surface is sufficently long to 

be useful to overcome the barrier to chemisorption. 

[1] H. Rauscher, Surf. Sci. Rep. 42, 207 (2001). 

[2] S. M. Gates, Chemical Reviews 96, 1519 (1996). 

[3] W. S. Capinski et al., Appl. Phys. Lett. 71, 2109 (1997). 

[4] M. Cardona, and M. L. W. Thewalt, Reviews of Modern Physics 77, 1173 (2005). 

[5] B. E. Kane, Nature 393, 133 (1998). 

[6] T. D. Ladd et al., Phys. Rev. Lett. 89 (2002). 

[7] R. D. Beck et al., Science 302, 98 (2003). 

[8] P. Maroni et al., Phys. Rev. Lett. 94, 246104 (2005). 

[9] L. B. F. Juurlink et al., Phys. Rev. Lett. 94 (2005). 

86



The endangered prehistoric paintings of Lascaux
can scientists help? 

Paul-Marie Guyon 

An infernal couple of bacteria and vegetal microorganisms has invaded Lacaux, 

the most famous prehistoric cave in the world, This cave also called "la 

Chapelle Sixtine de la prehistoire" was painted by Cro-Magnon artists, some 

18000 years ago. The multiple microorganism that tend to cover the paintings 

combined with the local degradation of the calcite substrate caused by the 

suppression in 2000 of the microclimate control system represent a serious 

menace to the preservation of this unique world heritage.  

Scientist of different disciplines and experts of the Lascaux caves are upset by 

the lack of transparent information and of global approach of this complex 

ecological problem. They accuse the "Monuments Historiques", administration 

in charge of the cave, of incoherent, and non scientific management of the 

caves.

What is really happening?  What could possibly be done? The absolute 

necessity of a stable microclimate to retrieve the stability of the ecosystem will 

be discussed  
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Formation and fate of the intermediate in the electrophilic aromatic 
substitution reaction of phenylium ion with benzene

Daniela Ascenzi, Pietro Franceschi, Graziano Guella, Paolo Tosi

  

Department of Physics, University of Trento Via Sommarive 14, I -38050 Povo, Trento, 

ITALY 

Plasma treatment of benzene in air produces phenol and heavier O-containing species [1]. If 

oxygen is removed, leaving a mixture of benzene and N2, the main molecular products after 

plasma treatment are biphenyl compounds [2]. 

The synthesis of diaryl molecules is of paramount importance in organic chemistry and a 

major effort is currently dedicated to understanding possible mechanisms for coupling of 

aromatic compounds [3]. It is mostly accomplished through a reductive symmetrical coupling 

of aryl halides (Ullmann reaction) or via cross-coupling reactions between aryl halides and 

organometallic reagents. The production of biphenyl from benzene in atmospheric pressure 

plasma relies on the role of the plasma, which oxidizes C6H6 to C6H5
+
 that then acts as a 

powerful attacking electrophile on the neutral benzene. Thus, the plasma producing C6H5
+

plays the same role of metal catalysts in the aryl-aryl bond formation process.  

We have investigated the reactivity of phenylium cations with benzene [4] by measuring both 

product yields as a function of benzene density, and absolute integral reactive cross sections 

as a function of the collision energy. The main ionic products in the reaction of C6H5
+
 with 

C6H6 are detected at m/z 155 (C12H11
+
), 154 (C12H10

+
), 153 (C12H9

+
), 129 (C10H9

+
) and 115 

(C9H7
+
). Minor products have been observed as a result of charge transfer processes and H

−

abstraction. At low collision energies the reactivity is dominated by the formation of a stable 

intermediate complex C12H11
+
, having the structure of protonated biphenyl, which can be 

considered the Wheeland intermediate of the classic electrophilic aromatic substitution.  

A significant mobility of the H atoms over both rings has been demonstrated by the statistical 

H/D scrambling observed in the fragmentation products by using mixed isotopic reagent pairs 

C6H5
+ 

/ C6D6 and C6D5
+
 / C6H6. Loss of H or H2 from the protonated biphenyl leads to the 

C12H10
+
 and C12H9

+
 product ions, respectively. C12H9

+
 is likely to be the protonated 

biphenylene cation. Ab initio calculations suggest that C10H9
+
 is protonated naphthalene, 

produced via a barrierless elimination of an acetylene molecule from the intermediate 

complex. Therefore the reaction might be relevant for the production of condensed aromatic 

rings in cold environments, such as the Titan’s ionosphere [5, 6], where benzene and its ions 

are present. 
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ElectroSpray Mass Spectrometric Investigations of the Cu(II)/Cu(I) Redox 
Cycle in Copper-Nucleobases Complexes 
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ITALY

Eukaryotic and prokaryotic cells accumulate first row transition metals for various cellular 

functions. In particular, Cu(II) is protein bound and it is present in higher concentrations in 

the nucleus than in the cytosol [1]. In the nucleus, copper exists in a nuclear histone protein 

complex located at the base of DNA loops, where it maintains the nuclear matrix and DNA 

folding [2]. In presence of reducing agents, copper(II) is effective at cleaving double-stranded 

DNA, thus leading to transcriptional errors, mutagenesis and strand scission. Since DNA 

breakage often occurs near guanine residues, it has been suggested that Cu
2+

 ions bind to 

DNA at guanine sites, where they react with H2O2, a product of normal cell physiology, 

producing oxygen radicals which attack the DNA bases in a site-specific manner [3]. Guanine 

is the most sensitive nucleobase to oxidation because of its low ionization potential (8.24 eV) 

and its high affinity to transition metals, e.g. to  the Cu(II)/Cu(I) redox system.  

Although most of the phenomena involving nucleic acid bases and metal ions occur in the 

condensed phase, it is useful to consider gas phase ion interactions with nucleosides and 

isolated bases to improve our understanding of the role of metals in the biochemistry of DNA 

and RNA.  

We have investigated the interaction of guanine, guanosine and deoxyguanosine with 

copper(II) ions by ESI-MS techniques to determine the metal ion affinity, the preferred 

coordination sites of the cation, and its redox properties. 

It is worth noting that outcomes of ESI-MS experiments are not directly representative of the 

solution properties of the analytes, in spite of the soft character of the technique. In fact, 

during electrospray ionization, several processes occur [4], most noticeably charge/proton 

exchanges, desolvation and clusterization reactions, which may generate new species. 

Therefore the relative abundance of analytes as measured in the MS spectra may not reflect 

the initial solution stochiometry. While on the one hand this fact may represents a serious 

difficulty from an analytical point of view, on the other it represents a powerful tool to 

investigate how intermolecular interactions change in going from condensed into gas phase. A 

pertinent example concerns the role of the solvent in the modulation of acid/base interactions 

and redox processes. In this communication, relying also on Density Functional calculations, 

we will report on charge-reduction effects in cupric ion complexes, which result from the 

competition among acid-base reactions (proton transfers) and redox processes (electron 

transfers). 
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Dynamics of intra- and intermolecular energy exchange in the collisions of 
two molecules with ionic bond

V.M. Azriel and L.Yu. Rusin

Institute of Energy Problems of Chemical Physics RAS,
Leninski prospect 38, Bldg.2, Moscow 119334, Russia

Dynamics of the exchange of internal energy in the system CsCl + RbJ has been 

investigated by quasiclassical trajectory technique for fixed initial vibrational and rotational 
states of the molecules. Fig. 1,a represents the distribution of final vibrational quantum
numbers VCsCl

fin of the molecules CsCl after collision for initial vibrational states of both 

molecules corresponding to VCsCl
ini = VRbJ

ini = 15, and equal zero initial rotational states 
(JCsCl

ini = JRbJ
ini =0) at collision energy Erel=0,2 eV. In this case 72,5% of all molecules keep 

the value of their initial vibrational quantum number, and 7,4% of the molecules have the 
neighbouring vibrational levels with VCsCl

fin = 14 or VCsCl
fin = 16. Quite different situation 

takes place for initial rotational excitation of the molecules corresponding to JCsCl
ini = JRbJ

ini = 

150 (fig. 1,b). Here only 17% of the molecules have VCsCl
fin = VCsCl

ini = 15, for 13,5% of the 
molecules VCsCl

fin = 14, and 52% of all collisions lead to increase of vibrational energy of the 

molecules of CsCl to the levels VCsCl
fin = 16 and VCsCl

fin =17.
In both cases we have rather high vibrational states till VCsCl

fin = 30, but the relative 
population of high vibrational levels with VCsCl

fin > 20 decreases with the growth of initial 

rotational energy. The excitation of so high vibrational levels at low collision energy and 
JCsCl

ini = 0 is possible only at effective V-V energy exchange of the partners, when the second 
molecule loses the significant part of her vibrational energy.
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Fig. 1. Distributions of vibrational quantum numbers of the molecules CsCl after collision at 
Erel=0,2 eV and initial internal states of the molecules with VCsCl

ini = VRbJ
ini = 15, JCsCl

ini =

JRbJ
ini = 0 (a) and VCsCl

ini = VRbJ
ini = 15, JCsCl

ini = JRbJ
ini = 150 (b).
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In the meantime it is well recognised that in radiation damage of biological material the 

interaction of secondary electrons (abundantly generated along the ionisation track) with 

DNA and its surroundings plays an important role [1]. Within an extended research program 

within Europe involving also groups from overseas we have tracked this problem along a line 

of increasing complexity, namely from the study of single gas phase building blocks in 

effusive molecular beams (DNA bases [2], sugar [3], the phosphate group) over clusters in 

supersonic beams, and molecular films condensed on solid substrates up to short model DNA 

immobilised on microarrays [4].  

 Here we present recent results obtained from a gas phase sugar compound (1,2,3,5-tetra-

0-acetyl-ß-D-ribofuranose (TAR)) [5] and a gas phase phosphate ester (dibutyl phosphate 

(DBP)) [6] on the response to low energy electrons (0-10 eV). TAR is a five membered ring 

in which both the coupling to the neighbouring phosphate groups and the coupling to the 

nucleobase (NB) is mimicked by acetyl groups. In DBP the butyl groups are connected to the 

phosphate unit by P-O-C bonds (in analogy to the neighbouring sugars in DNA), both 

compounds can hence be considered as appropriate model systems for the study of the 

behaviour of 2-deoxyribose and the phosphate group when they are coupled within the DNA 

network.

 In both compounds we find strong resonances at low energies (< 3 eV) associated with 

dissociative electron attachment. The analysis of the fragment ions indicate that these 

reactions lead to particular bond cleavages and also the excision of the phosphate group which 

would both result in DNA strand breaks. 

 These findings indicate that in addition to the DNA bases, which act as antennas for low 

energy electrons (with the possibility of electron transfer to the DNA backbone resulting in 

strand breaks [7]), the sugar and phosphate unit play an active role in the molecular 

mechanism, how low energy electrons damage DNA. 

Work supported by Deutsche Forschungsgemeinschaft (DFG), the Alexander von Humboldt 

Stiftung and the European Union. 
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Inelastic Scattering of D2 from NiAl(110) 
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Studies of elementary collision processes of H2 with metal surfaces can provide benchmark 

tests of theoretical methods that are increasingly used to aid the design of new heterogeneous 

catalysts [1]. Molecular beam and associative desorption experiments have been carried out to 

understand the main factors that govern H2 dissociation at the surface. In addition, 

vibrationally inelastic and rotationally inelastic scattering experiments, complemented by 

theoretical research, have provided useful information on how certain features of the potential 

energy surface (PES) control the experimental observations [2,3].

A different point of view is provided by diffraction experiments. H2 diffraction from metal 

surfaces is more complex than He diffraction, since the PES is 6-dimensional and the 

coupling with the dissociative adsorption channels comes into play. Thus, H2 diffraction has 

been proposed some time ago as a promising (and may be unique) technique to gauge the 

molecule-surface PES and dynamics [4]. In addition, it can provide useful information on the 

dynamics of the rotational inelastic transitions of the scattered molecules, as shown by our 

current work. 

We have measured in-plane diffraction of D2 molecular beams scattered from a NiAl(110) 

surface at incident energies from 25 to 150 meV. The experiments were performed with a 

high-resolution time-of-flight (TOF) apparatus, which allows measurements of the rotational 

inelastic diffraction (RID) transitions with high accuracy. Elastic first and second-order 

diffraction as well as 0<->2 and 1<->3 RID peaks were observed over the whole incident 

energy range explored. The RID transition probabilities were extracted from the data, and 

compared with classical trajectory calculations performed using an ab initio determined 

potential energy surface. The results will be discussed at the conference.  

[1] G.J. Kroes and M. F. Somers, J. Theor. Comput. Chem. 4, 493 (2005). 

[2] A. Gross, Surf. Sci. Rep. 32, 291 (1998). 

[3] M. Bertino and D. Farías, J. Phys. C 14, 6037 (2002). 
[4] D. Farías, C. Díaz, P. Rivière, H.F.Busnengo, P. Nieto, M.F. Somers, G.J.Kroes, A. Salin and F. 

Martín, Phys. Rev. Lett. 93, 246104 (2004). 
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State-Resolved Reactivity of CH4(2�3) on Pt(111) and Ni(111): Effects of 
Barrier Height and Transition State Location 

R. Bisson, M. Sacchi, T. T. Dang, B. Yoder, P. Maroni, and R.D. Beck 

Laboratoire de Chimie Physique Moleculaire (LCPM) 

Ecole Polytechnique Fédérale de Lausanne (EPFL) 

CH-1015 Lausanne, Switzerland 

State-resolved reactivity measurements are fundamental to the understanding of 

chemical reaction dynamics for both gas phase and gas/surface reactions. The investigation of 

the latter reaction type has seen significant progress over the last few years due to the 

combination of laser excitation in molecular beams and UHV surface analysis techniques. To 

date, most studies concern the chemisorption of methane on the Ni(100) and Ni(111) [1-5], 

motivated by the fact that these surfaces are models for nickel catalysts used in steam 

reforming [6]. The steam reforming process, which converts natural gas into H2 and CO, is of 

tremendous economical importance since it is the dominant method for large scale production 

of hydrogen as well as the starting point for many synthetic processes in the chemical 

industry. Another important and widely studied model catalytic surface is Pt(111), which has 

attracted interest due to its relatively simple preparation in UHV and the high selectivity of 

platinum catalysts for the generation of reforming products [7]. 

In the present study, we report state-resolved reactivity data for CH4 on Pt(111), 

extending the work of Higgins et al. [8], and on Ni(111) over a similar range of incident 

kinetic energy. Comparison of the state-resolved reactivity for the ground state and 2�3

excited state of CH4 yields information about the difference in barrier height and location for 

methane dissociation on the two metal surfaces [9]. 

Figure 1 shows a comparison of our state-resolved sticking coefficient measurements 

(laser-off and for 2�3) on Pt(111) and Ni(111). A couple of differences between the data sets 

for the two metals are readily apparent. The laser-off reactivity on Ni(111) is approximately 3 

orders of magnitude lower than on Pt(111) and we detect a much stronger enhancement in 

reactivity upon 2�3 excitation for Ni(111). 
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Figure 1: Comparison of the 2�3 and laser-off reactivity for Pt(111) and Ni(111). Dashed 

lines are “S”-shape curves, fitted to the laser-off data and used to determine the difference in 

average barrier height �Ea between Pt(111) and Ni(111). The vibrational efficacies  for 

Pt(111) and Ni(111) are calculated at the incident kinetic energies indicated by the vertical 

dotted lines, where similar reactivities are observed in the ground state. 

32��

The lower laser-off reactivity for Ni(111) at a given incident kinetic energy is consistent 

with a higher barrier for methane dissociation on Ni(111) as compared to Pt(111). Although 

barrier heights reported in the literature vary over a considerable range, comparative studies 

treating both metal surfaces at the same level of theory found a higher barrier for Ni(111) than 

for Pt(111) [10, 11]. We use our laser-off results for Pt(111) and Ni(111) to estimate the 

difference in barrier height on the two surfaces using  “S”-shaped curves, initially proposed 

by Luntz [12], to parametrize the variation of the laser-off sticking coefficients with kinetic 

energy En:
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where E0 is the average barrier height, W is the width of a Gaussian distribution of barrier 

heights and A the asymptotic value of S0 at high En.

99



These fits yield similar values for W on both metals 

( ), reflected in the parallel rise of the “S”-shaped 

curves in Figure 1. When compared to that of Pt(111), the fit for Ni(111) gives a higher 

average barrier height of  �E

mol/kJ 231WW )111(Ni/CH)111(Pt/CH 44
���

a = 28 � 6 kJ/mol. Such a difference in barrier height is in good 

agreement with the comparative theoretical studies by Lia et al. [11] and Anderson et al. [10] 

which found a higher reaction barrier on Ni(111) than on Pt(111) by 31 and 21 kJ/mol, 

respectively. 

In addition to the much lower ground state methane reactivity on Ni(111) as compared 

to Pt(111), we also observe a much greater reactivity increase on Ni(111) than on Pt(111) 

upon 2�3 excitation. While at first glance, one might consider this to be a consequence of the 

difference in barrier height for the two metals, we suggest that the different degree of 

reactivity enhancement is related to different transition state geometries on the two surfaces. 

Considering only a difference in barrier height, it is difficult to rationalize that at the low 

reaction probability of S0 � 3x10
-6

 where the reaction is still “starved for energy” on both 

surfaces, the addition of 72 kJ/mol of 2�3 vibrational energy increases the reactivity to only 

1x10
-3

 for the lower barrier system CH4/Pt(111) while for the higher barrier system 

CH4/Ni(111) the reactivity increases all the way to 1x10
-2

.

This difference in the degree of vibrational activation between Ni(111) and Pt(111) is 

also reflected in their different vibrational efficacies , which compare the effect of 

translational and 2�

32��

3 vibrational energy on the reactivity on each surface.  is defined as: 
32��

3

3

2

n
2

E

E

�
� �

�
��  (3) 

where �En is the amount of normal energy required to achieve the same increase in reactivity 

as observed for the addition of  = 72 kJ/mol of vibrational energy by excitation of the 

2�

32E ��

3 state. 

In Figure 1, we have indicated the 2�3 efficacies for the two surfaces, calculated at 

incident energies where we measure similar laser-off reactivities, on the order of 3x10
-6

 for 

both surfaces. The stronger effect of 2�3 excitation on Ni(111) is reflected by a higher efficacy 
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65.0)111(Ni

2 3
�� � , nearly twice the value for Pt(111) . Such an increased vibrational 

efficacy is typically associated with a “late” barrier on a simple Polanyi type model potential 

energy surface[13] and corresponds to a transition state structure for which the dissociating 

bond is significantly stretched at the transition state. Calculated transition state geometries are 

consistent with this interpretation and predict the methane molecule on the top site above a 

surface metal atom for both Pt(111) and Ni(111), but with the reactive C-H bond more 

elongated on Ni(111)[10, 14-16] than on Pt(111) [10, 17]. The proposed difference in barrier 

location (later on Ni(111) than on Pt(111)) is also consistent with previous results reported by 

Luntz and Bethune [18], who reported an averaged vibrational efficiency �

38.0)111(Pt

2 3
�� �

v = d(lnS0)/d(<Ev>)

of all thermally populated states in a hot nozzle beam to be four times higher for Ni(111) than 

for Pt(111). 
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The newly developed Stuttgart small-core scalar relativistic pseudopotentials for the alkali-

metals are used to study spectroscopic and electric properties of the heavier alkali metal-

ammonia complexes from K
n
-NH3 to Fr

n
-NH3 (n= 0, +1) at the second-order Møller-Plesset 

(MP2) and coupled cluster level (CCSD(T)) of theory [1]. Equilibrium geometries and 

dissociation energies computed at the MP2 level are in reasonable agreement with their 

CCSD(T) counterparts, whereas for the dipole polarizabilities MP2 is not performing well 

overestimating significantly electron correlation effects. The bond distances increase 

monotonically with increasing mass of the metal atom as relativistic effects are small in these 

systems. However, the dipole polarizabilities are more sensitive to such effects and we find a 

decrease in this property from Cs-NH3 to Fr-NH3. Combination of CCSD(T) harmonic 

frequencies and MP2 anharmonic corrections obtained from a perturbative  vibrational 

treatment lead to fundamental frequencies in good agreement with experimental results 

obtained by Süzer and Andrews [2] and Loutellier et al. [3]. 

We also present the results of variational calculations with a three-dimensional approximate 

vibrational Hamiltonian (see, e.g., [4]), making use of CCSD(T) potential energy surfaces 

(PES) and electric dipole moment functions. A contour plot of the PES for the most strongly 

bound neutral complex K - NH3 is shown in Fig. 1. Upon complex formulation, the symmetric 

double-minimum potential of free NH3 undergoes significant distortion which shows up in a 

considerable blue-shift of the wavenumber of the umbrella bending vibration (�2). 
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Fig. 1. Two-dimensional cut 

through the CCSD(T) potential 

energy surface of K-NH3, with 

Re(N-H) kept fixed at its value 

for the equilibrium structure of 

the complex. Contour lines in 

intervals of 200 cm
-1

; �� is the 

difference in M-N-H angle with 

respect to its equilibrium value 

in the complex. 

The variation of the electric dipole moment with the intermolecular separation RMN (M = K-

Fr) is shown in Fig. 2. At long range, the change in the dipole moment results mainly from 

induction, with the induced dipole moment being proportional to the third inverse power of 

the intermolecular separation. Since the static dipole polarizabilities of the Rb and Fr atoms 

are very similar, the curves for Rb-NH3 and Fr-NH3 almost coincide for R > 6 Å. The Cs 

atom has clearly the largest polarizability and consequently the Cs-NH3 system exhibits the 

strongest long-range interaction connected with the strongest increase in the dipole moment. 

Pauli repulsion sets in earliest for this complex and therefore the corresponding dipole 

moment curve reaches its maximum at the largest R value of all systems. 

Fig. 2. Variation of the CCSD(T) 

electric dipole moment of alkali-

ammonia complexes with the 

intermolecular separation R(M-

N), with the geometrical 

parameters of the NH3 moiety 

being kept fixed at the values of 

the equilibrium structure of the 

complex. The equilibrium 

positions (Re) are marked by 

crosses. 

The unusual large increase of the symmetric NH3 stretching vibration (�1) occurring upon 

complex formation is analyzed in detail. The crucial information is provided by the variation 

of the electric dipole moment with the symmetric NH stretching coordinate (see Fig. 3). In 

order to illustrate the big importance of electron correlation, which was found earlier for Li-

NH3 [5, 6], the figure includes also curves obtained with the restricted Hartree-Fock 

approximation. Throughout, the CCSD(T) dipole moment curves exhibit substantially larger 
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slopes at the equilibrium position compared with the corresponding Hartree-Fock curves. The 

much stronger decrease of � with increasing �rNH observed for the CCSD(T) results may be 

qualitatively explained through the increase of the importance of antibonding NH orbitals 

which remain unoccupied in a Hartree-Fock treatment. An increase in the occupation of such 

orbitals corresponds to a slight charge transfer to the site of the NH bonds within the 

ammonia molecule, thereby reducing the electric dipole moment.  

Fig. 3. Variation of the electric 

dipole moment with symmetric 

displacement of all three hydrogen 

atoms along the NH bond vectors, 

where �r(N-H) = 0 corresponds to 

the equilibrium structure of the 

complex. 

 

Results of the variational calculations and experimental results are summarized in the table 

below. 

 

Band K-NH3
b

 Rb-NH3 Cs-NH3
b

 Fr-NH3 

�1 3305 (477) 3306 (452) 3304 (557) 3311 (353) 

�2 1052 (207) 1043 (210) 1040 (208) 1025 (216) 

�s 158 (6.6) 133 (6.8) 125 (11.4) 112(5.3) 

Band K-ND3 Rb-ND3 Cs-ND3 Fr-ND3 

�1 2396
c
 (219) 2397 (210) 2395 (263) 2400 (163) 

�2 814
c
 (108) 809 (109) 806 (104) 796 (114) 

�s 150 (6.2) 125 (6.2) 117 (10.2) 104 (4.7) 
 
a
 CCSD(T) results, involving single-parameter correction for the anharmonic interaction 

between symmetric and asymmetric NH3 stretching vibrations (see the text). 
b
 Ar matrix data are �1 = 3292 cm

-1
 and �2 = 1064 cm

-1
 for K-NH3 (Refs. 2, 3) and �1 = 3287 

cm
-1

  and �2 = 1049 cm
-1

 for Cs-NH3 (Ref. 2). 
c
 Exp. values (Ar matrix, Ref. 3) are 2393 and 822 cm

-1
. 
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 The intensity of the �1 vibration has its maximum in Cs-NH3 at a very large value of 

557 km mol
-1

 and, owing to relativistic effects, drops down to 357 km mol
-1

 for Fr-NH3. 

Anharmonicity contributions for the �1 bands vary between 10.6 and 12.2 %, while those for 

the �2 bands are of the order of 7 %. Assuming that the intensity of the �2 band is the same 

for K-NH3 and Cs-NH3 isolated in an argon matrix, some comparison with the experimental 

values of Süzer and Andrews is possible (cf. Table I of ref. [2]) The ratio of relative 

intensities of the �1 bands of these authors A1(Cs-NH3) / A1(K-NH3) = 70/60 � 1.17 agrees 

nicely with the present value of 557.1/477.2 � 1.17. For the intensity ratio of the �2 versus �1 

bands of K-NH3, Süzer and Andrews [2] and Loutellier et al. [3] quoted a value of 0.7. 

Compared to the results of the present work, these authors have probably employed a 

different definition for the IR intensities. While the CCSD(T) value for the ratio A1/A2 is 

2.30, the corresponding ratio �1/�2 amounts to 0.73, where the alternative intensity definition 

iii �~/A��  is employed.  
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Quartet alkali trimers on He nanodroplets: Laser spectroscopy
and ab initio calculations

J. Nagl, G. Auböck, A. W. Hauser, O. Allard, C. Callegari, and W. E. Ernst
Institute of Experimental Physics, Graz University of Technology, Graz, Austria

Helium nanodroplets (N = 104) are produced by supersonic free jet expansion and provide
a cold environment (T = 0.4 K) for dopants. Helium clusters can dissipate energy very
efficiently by evaporating their own atoms (binding energy per He atom: 5 cm−1). Alkali
atoms are deposited on the helium surface by passing the droplet beam through one or
more heated pick-up cells containing alkali vapor. Capture of multiple atoms per cluster
leads to molecular formation. Due to the amount of binding energy released into the
cluster, a strongly bound low-spin molecule will be expelled from the droplet beam, while
a weakly bound high-spin van der Waals molecule will remain on its droplet. We have
located, in the wavelength range 10500–17500 cm−1, a variety of electronic spectra of the
homo- and heteronuclear trimers K3, Rb3, K2Rb and KRb2 in their high-spin quartet
state. Various schemes of beam depletion spectroscopy, such as two-laser excitation and
mass-selective depletion are applied to separate overlapping spectral features, and to
assign the individual bands (Fig. 1).

Figure 1: Experimental setup

We calculate the electronic structure of all these trimers in their ground electronic
state, and in several excited states (spin doublet as well as quartet), with ab-initio meth-
ods. For the doublet manifold of K3 we have completed two-dimensional scans, over
(Qs, Qx) and (Qx, Qy) [1], of the ground state electronic surface (doublet spin state) at
the UCCSD(T) level of theory [2], as well as scans of the first 10 electronic states over
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Qx near the equilibrium position, at the CASSCF level of theory (Fig. 2). We find the
BSSE-corrected equilibrium geometry to be an isosceles triangle (C2v, 2B2 symmetry),
with bond length b = 4.322 Å and bond angle θ = 74.0◦ (corresponding to Qs = 4.59 Å,
Qx = −0.61 Å, Qy = 0) [3].
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Figure 2: CASSCF potential energy curves of K3, scanned along the Qx normal coordinate
at Qs = 4.59 Å and Qy = 0, grouped according to their Jahn-Teller distortion pattern.

For the quartet manifold we have calculated the lowest-energy geometry, and a scan
over Qx including the 16 lowest excited states: for the homonuclear trimers we find an
equilateral equilibrium structure with bond length 5.06 Å (K3) and 5.52 Å (Rb3); for
K2Rb and KRb2 the structure is an isosceles triangle with bond length 5.26 and 5.29 Å,
and angle 57.61◦ and 62.19◦, respectively.

We find several regular patterns in the level structure of these trimers, which we are
in the process of explaining by means of symmetry arguments and simplified models.

[1] Qx: breathing mode; Qx: symmetric bending mode; Qy: asymmetric mode.

[2] Acronyms:
UCCSD(T): Unrestricted Coupled Cluster calculations with Single, Double and non-iterative
Triple excitation
CASSCF: Complete Active Space Self-Consistent Field
BSSE: Basis Set Superposition Error

[3] J. Nagl, A. W. Hauser, G. Auböck, C. Callegari, and W. E. Ernst, Optical spectroscopy of
potassium-doped argon clusters. Experiments and quantum-chemistry calculations. J. Phys.
Chem. A, in press.
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Magnetic interactions on doped He droplets.
Visible-spectroscopy investigation of electron-spin relaxation

and spin-orbit effects

G. Auböck, J. Nagl, C. Callegari, and W. E. Ernst
Institute of Experimental Physics, Graz University of Technology, Graz, Austria

Helium nanodroplets (N ≈ 104 atoms) are formed in a supersonic expansion, and
doped by passing through a pick-up cell containing low pressure alkali gas. Alkali atoms
are unique dopants as they remain on the droplet surface. Most degrees of freedom of
dopant atoms and molecules are immediately cooled to the droplet internal temperature
(0.37 K). The released energy leads to evaporation of helium atoms from the droplet. Due
to their smaller binding energy it is the high spin alkali complexes (triplet dimers, quartet
trimers) which preferentially survive the formation process.

Figure 1: Experimental apparatus

ESR spectroscopy can become a versatile tool to investigate oligomers formed on He
droplets, once spin lifetimes have been determined, and a detection method for spin states
has been developed. In a first step, we have measured magnetic dichroism spectra of potas-
sium atoms on He nanodroplets 1) to estimate the spin-relaxation time; 2) to demonstrate
that a spin-polarized sample can be easily created and that optical detection is a viable
technique for ESR in He droplets. Laser induced fluorescence was used to probe the K
4P ← 4S atomic transition and the 13Πg ← 13Σu bands of K2 and Rb2 (Fig. 1). A mag-
netic field of 2.9 kG was applied and the laser beam polarization continuously varied with
a Pockels cell from σ− through π to σ+. Magnetic circular dichroism spectroscopy probes
the populations of Zeeman sublevels: No dichroism was observed for atomic potassium
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on helium droplets, indicating that the sublevels have not thermalized. This sets a lower
limit for the spin relaxation time of 1.9 ms [1], based on the geometry of the molecular
beam apparatus. Spectra of the molecules K2 and Rb2 on HeN showed, however, strong
dichroism, whose analysis yields a population of Zeeman sublevels at thermal equilibrium
with the helium droplet. This represents the first measurement ever of the droplet sur-
face temperature. Geometric considerations put an upper limit of ≈ 40μs to the spin
relaxation time in this case. Such a different behavior between atoms and molecules will
have to be rationalized on the basis of their interaction with the helium environment. We
also measure the optical saturation of the spectra and evaluate the different experimental
routes available to prepare spin-polarized samples on cold droplets.
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Figure 2: MCD (upper panel) and LIF (lower panel) spectra of Rb2 on He nanodroplets.
Shown are the measured fluorescence signals (thick lines) and simulated spectra (thin
lines; the LIF spectrum is further subdivided into its spin-orbit multiplet components.
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We discuss in detail the electronic structure of alkali dimer molecules in 3Πg states
on the surface of a helium droplet. The perturbation due to the droplet will in general
not satisfy rotational symmetry around the internuclear axis of the diatom and thus, in
addition to a broadening and blue shift, will cause a splitting of electronic levels that
are degenerate in the free molecules. We propose a model based on general symmetry
arguments and on a small number of physically reasonable parameters [2]. The model
accounts for the essential features of laser induced fluorescence (LIF) and magnetic circular
dichroism (MCD) spectra of the 13Πg–13Σ+

u transition of Rb2 and K2 (Fig. 2). It may
also be capable to explain unusual features of other alkali dimer spectra on He droplets
(i.e. “missing” spin orbit components in 3Π excitations of NaCs and LiCs). As mentioned
above, the MCD spectra allow a determination of the populations of Zeeman sublevels
in the ground state and thus a measurement of the surface temperature of the droplet.
The latter agrees with the accepted temperature, 0.37 K, measured in the interior of a
droplet. This is the first instance of a He droplet surface thermometer.

[1] J. Nagl, G. Auböck, C. Callegari, and W. E. Ernst Phys. Rev. Lett. 98, 075301 (2007)
http://dx.doi.org/10.1103/PhysRevLett.98.075301

[2] G. Auböck, J. Nagl, C. Callegari, and W. E. Ernst J. Phys. Chem. A 111, 7404 (2007)
http://dx.doi.org/10.1021/jp070891y
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Radical-radical reaction dynamics:
a combined crossed-beam and theoretical study

Jong-Ho Choi

Department of Chemistry and Center for Electro- and Photo-Responsive Molecules,

Korea University, 1, Anam-dong, Seoul 136-701

     We present an overview of our recent studies of the gas-phase reaction dynamics of O(
3
P) 

with a series of hydrocarbon radicals [allyl (C3H5), propargyl (C3H3), t-butyl (t-C4H9)] as 

prototypal radical-radical oxidation reactions.  High-resolution laser spectroscopy in a 

crossed-beam configuration was applied to examine the nascent rovibrational state 

distributions and Doppler profiles of the reactive scattering products.  The analyses of the 

product energy and population distributions demonstrated the existence of unusual dynamic 

characteristics and competition between the addition and abstraction reaction mechanisms at 

the molecular level.  These features, which are in sharp contrast with those of the oxidation 

reactions of closed-shell hydrocarbon molecules, are discussed with the aid of the ab initio

and quantum statistical calculations. 

References:

[1] Jong-Ho Choi, Int. Rev. Phys. Chem. 25, 613 (2006), and references therein.
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Electron Induced Proton Transfer as a Trigger of DNA Strand Breaks 
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 We propose a mechanism of single strand breaks in DNA induced by low-energy electrons. 

The proposed process advances through bound anionic states, not through metastable states with 

finite lifetimes and discrete energy positions with respect to the neutral target. A clear advantage of 

dealing with bound anionic states is that that strand break formation does not have to compete with 

the very fast electron autodetachment process (ca. 1014 s-1). We used a nucleotide of thymine as a 

model system and we performed all calculations at the density  functional level of theory with the 

B3LYP exchange-correlation functional. No geometry constraints have been imposed on the system 

and stationary points have been identified on the potential energy surface of the anion. The 

following steps have been identified:

1. The thymine moiety  is hydrogenated at the O4 position, producing (T+H)•. The hydrogenation 

develops as either an excess electron attachment followed by a barrier-free proton transfer from a 

neighboring acid, or in consequence of the interaction of H• with O4 of thymine.  

2. (T+H)•  binds an excess electron and forms a closed shell moiety, (T+H)—. (T+H)— is 

characterized by a significant electron vertical detachment energy of 40 kcal/mol and is 

adiabatically bound with respect to (T+H)• by  14 kcal/mol. The excess charge is localized primarily 

on the C6 atom of (T+H)— .

3. A proton is transferred from the C2’ atom of the adjacent sugar unit to the C6 atom of (T+H)— 

with a barrier smaller than 5 kcal/mol.  The second proton transfer is followed by  a barrier-free 

sugar-phosphate C-O bond cleavage.

The rate of the C-O bond cleavage in the anion of hydrogenated nucleotide of T is estimated 

to be in a range 3.0x1010 – 1.1x1011 s-1, which makes the proposed mechanism very probable in 

DNA. In the future study we will explore proton transfer to the sites of thymine other than O4. We 

will also explore whether an analogous strand break mechanism applies to the nucleotide of 

cytosine.  Finally, we intend to improve our model system by  replacing neutralizing protons with 

metallic counteractions and by including hydration effects. 
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One more question to be answered is what is the origin of the resonance structure in the 

damage quantum-yield versus incident electron energy5 if the strand break might develop through 

bound anionic states? We believe that the role of resonance states is to allow for energy  transfer 

between the impinging electron and the neutral target. The energy transfer is efficient if the energy 

of the impinging electron matches the position of the resonance state. We believe that the primary 

role of resonance states is to provide avenues for the free electron to cool down by transferring 

kinetic energy to the internal degrees of freedom of the target. In other words, we view anionic 

resonance states as doorways to bound anionic states. The latter may be involved in chemical 

transformations, such as DNA strand breaks, while the former are required to absorb excess 

e l e c t r o n s i n t o t h e D N A e n v i r o n m e n t . 

B3LYP/6-31++G** free energies for a rupture of sugar-phosphate bond in the nucleotide of 

thymine upon interaction with excess electrons
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Introduction 

So far an extended number of free dissociative electron attachment (DEA) studies have been 

performed with isolated biomolecules in the gas phase (see review in [1]). The interest in 

these molecules arose from the discovery that low energy electrons below 15 eV can induce 

substantial yields of single and double strand breaks in DNA [2]. This DNA damage was 

ascribed to fast decays of the transient negative resonances localized on the DNA basic 

constituents. Since low-energy secondary electrons are produced in exceeding amounts along 

the radiation track in cells DEA studies with DNA compounds are considered to be of 

relevance for the description of the damage by ionizing radiation in particular as DNA carries 

the genetic information for cell replication and protein synthesis.

So far the most extensively studied isolated DNA compounds have been the nucleobases [3-

6]. For these molecules the dominant product anion is the dehydrogenated molecular anion 

(M–H)
–
. For all nucleobases this reaction is mainly operative at electron energies below 3 eV 

leading in the cross section to several overlapping peaks. An important result was the 

discovery of site and bond selective hydrogen loss leading to this anion. This was intensively 

studied in the course of systematic investigations of DEA to partially methylated or 

deuterated pyrimidines (thymine and uracil), i.e. the captured electron with a well defined 

energy can induce the cleavage of a specific bond to one of the hydrogen atoms of the 

molecule depending on the initial electron energy [7-10]. As for the pyrimidines, DEA to 

partially modified adenine, where hydrogen atoms of the molecule are replaced by a 

deuterium or a methyl group, can also elucidate site and bond selectivity for this bicyclic 

molecule. Here we present a detailed study of the dehydrogenated molecular anion (M–H)
–

formed via DEA to adenine and partially deuterated or methylated derivatives of adenine [11].  

Experimental setup

In the present collaborative study devices in two different laboratories (Orsay and Innsbruck) 

are used. Experiments on adenine are performed on the Orsay set up whereas the 
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measurements with all other molecules are carried out with the hemispherical monochromator 

instrument in Innsbruck. 

The Orsay set up consists of an electron spectrometer equipped with two hemispherical 

energy analysers in tandem, both in the monochromator and the analyser sections [12]. The 

electron energy resolution ranges from 0.025 eV to 0.060 eV (FWHM, energy loss mode). 

Mass analysis (cations or anions) is achieved with a time of flight system using a Wiley-

McLaren geometry. The incident electron beam is shut off during the extraction time of the 

TOF system in order to avoid perturbation of the signal. An effusive beam of molecules is 

generated by vaporizing commercial samples (Merck) in a double stage oven at 190°C.

The apparatus used for the measurements in Innsbruck is a crossed electron/molecule beams-

instrument consisting of a neutral molecular beam source, hemispherical electron 

monochromator and a quadrupole mass spectrometer [3]. As a molecular beam source we use 

a Knudsen type oven. The partially deuterated adenine (2-D-Ad), 9-methyladenine (9-mAd), 

6-dimethyladenine (6-dimAd) and purine (Pu) samples have stated purities of 97 %, >97 %, 

>98 % and 98 %, respectively. Typical oven temperatures used in the present experiment 

range from about 115 °C up to 185 °C depending on the sample. Through a capillary with the 

diameter of 1 mm the gaseous molecules effuse directly into the collision chamber of the 

hemispherical electron monochromator, where the interaction with the monochromatized 

electron beam occurs. Negative ions formed are extracted into a quadrupole mass 

spectrometer. The mass selected anions are finally detected by a channel electron multiplier.  

Results and discussion 

The ion yield of dehydrogenated (M–H)
–
 of Ad is shown in the upper panel of Fig. 1 

measured with an electron energy resolution of about 60 meV (Orsay setup). The ion yield 

shows narrow peaks at 0.72 eV, 0.84 eV and 1.07 eV (error bars for these values are 

± 0.07 eV), followed by two wide bumps at about 1.4 eV and 2.2 eV. Also shown in Figure 1 

is (M–H)
–
 of adenine deuterated at the C2 position (2-D-Ad) recorded with an energy 

resolution of 80 meV (Innsbruck setup). The measured ion yield of (M–H)
–
 is virtually 

identical for both molecules. The less resolved peak structure in case of 2-D-Ad can be 

attributed to the slightly worse energy resolution used for this molecule. Thus we can 

conclude that dehydrogenation of Ad does not occur at the C2 carbon atom, as this is blocked 

by D in the deuterated adenine, i.e., no (M-D)
–
 can be observed at all.

According to calculations of bond dissociation energies one can assume that the narrow peaks 

at low energies (below about 1.07 eV) in Fig.1 should originate solely via H loss from the N9 

position. This prediction can be easily verified by measurements with 9-methyladenine (9-

mAd) where the N9 position is blocked with a CH3 group. Indeed, the corresponding ion yield 

(see Fig. 1) only starts above 1.4 eV. This weakly observed signal is ascribed to H loss from 

the NH2 group attached to the C6 position. 
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Fig. 1: Ion yield of the dehydrogenated molecular anion (M–H)
–
 formed via DEA to adenine 

(top), 2-D-adenine (middle) and 9-methyladenine (bottom), respectively.

For a conclusive check we have performed an additional experiment with 6-dimethyladenine 

(6-dimAd) thus blocking the H positions at the amino group with CH3. Surprisingly the 

corresponding ion yield of (M-H)
–
 (not shown), does not only show a peak structure at low 

energies (presumably due to H loss from the ‘open’ N9 position), but also one at higher 

energies which have been attributed in the 9-mAd to loss from the amino group which should 

be blocked in this case. Also for purine the resonances below 1 eV are quite different. For this 

compound also the position of the resonance features above 1 eV is different compared to Ad.  

The intriguing question is now why the C6-H, C6-NH2, and C6-N(CH3)2 groups, that 

differentiate the purine derivatives from each other (Pu, Ad, and 6-dimAd, respectively) and 

are rather far away of the N9 group, cause these remarkably different spectra?  

It is interesting to note that when going from Pu to Ad to 6-dimAd the dipole moment vector 

moves out of the direction of the N9-H bond and its magnitude decreases from 3.66 D to 

2.19 D. This obviously will cause quite a different electrical field situation at the N9-H bond 

for the three molecules. More detail on this can be provided inter alia by looking at the 

electrostatic potentials (ESP) of the molecules. Whereas for Pu the only region of strongly 

positive ESP is around the N9-H site (and the neighboring C8-H site), in case of Ad and also 

for 6-dimAd besides this positive region around N9-H a second positive ESP region appears 
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around the NH2 and N(CH3)2 groups. Since regions of positive ESP attract an electron, the 

various functional groups leading to different ESPs should therefore influence the DEA 

spectrum. Also the lowest virtual �*
 MOs of the neutral derivatives show distinct differences 

in the wave function density close to C6. It is remarkable that the lowest pair of virtual �*

MOs for each molecule (the second one is related to the first by symmetry breaking and a 

changed sign of the wave function) have node surfaces intersecting the N9-H bond. This is a 

second indication, independent of the energy criteria, of the dissociation site.
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In his most famous experiment in 1848 Pasteur manually separated left- and right-handed 

ammonium sodium tartrate crystals under the microscope and observed opposite optical 

activity of their aqueous solutions. His insight that the origin of chirality is based on 

molecular structure layed the foundation of modern structural organic chemistry. Moreover, 

there are two intriguing aspects in his experiment: i) Handedness is transferred from 

molecular structure into the macroscopic shape of the crystral, and ii) the two mirror-like 

forms of the molecules crystallized into homochiral conglomerates allowing manual 

separation. Up to date, the mechanisms of both processes are still poorly understood. We are 

not able to predict the shape of a crystal based on the molecular structure nor do we 

understand why mixtures of left- and right-handed molecules (racemate) separate only 

sometimes into homochiral conglomerates during crystallization. One of the reasons is the 

cooperative nature of both processes. Extremely small influences are amplified via many 

cooperating units into a macroscopic result. A promising approach to these complicated 

questions is studying two-dimensional crystallisation phenomena on well-defined substrates 

via STM and other surface analytical techniques. 

We show that chiral doping can drive a surface lattice into homochirality. When adsorbed at 

surfaces, achiral molecules can become chiral because of the reduced symmetry in the 

molecule or the adsorbate lattice. Adsorbed on Cu(110), succinic acid and achiral (R,S)-

tartaric acid form equal numbers of left- and right-handed domains in the absence of 

additional chiral influences and the surface is globally achiral. Doping with small amounts of 

left- or right-handed (S,S)- or (R,R)-tartaric acid, however, creates homochirality and the 

opposite mirror domains are not observed anymore in the LEED pattern (Fig. 1) [1,2]. 

Fig. 1: Doping with 

small amounts of 

chiral tartrate 

molecules suppresses 

one mirror-like 

alignment of achiral 

succinic acid on 

Cu(110).
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In another case, a special surface enantiomorphism is observed via STM after adsorption of 

the enantiomers of a helical aromatic hydrocarbon (Fig. 2) on Cu(111). Instead of 

crystallization into homochiral domains on the surface, racemic mirror domains are observed. 

That is, every single domain contains an equimolar amount of left- and right-handed 

molecules. Both enantiomers can be aligned in two mirror-like configurations, leading to the 

two mirror domains. The basic structural unit is a heterochiral pair. In this situation, however, 

a small excess of one chiral species is sufficient to create domains possessing single 

handedness throughout the entire surface layer (Fig. 3) [3]. Our findings are explained by 

cooperative interactions as previously described for helical polymer chains. Molecular 

modelling calculations (MMC) strongly support this interpretation by (i) revealing that the 

chiral excess favours one mirror-like alignment of the lattice and (ii) by confirming that 

mirror domain boundaries impose an energetically unfavourable situation.  

Fig. 2: An equimolar mixture of left(M)- and right(R)-handed helical aromatic molecules 

forms mirror-like zigzag arrangements on Cu(111). 

Fig. 3: Small excess of one enantiomer is 

sufficient to suppress the formation of one mirror 

domain type. 
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Small heteroaromatic molecules, such as pyrrole (Py), imidazol or pyrazol, represent examples 

of the simplest  units with biological relevance.  They are present in many larger biological 

structures, e.g. hemes, chlorophylls, histidine, etc. and their UV-photochemistry has important 

biological consequences. Therefore their UV-absorption and photochemistry in the gas phase 

has been studied in great detail previously [1]. In nature, however, the photochemical processes 

occur in some environment, e.g. in a solvent or in a geometry dictated by a phosphate backbone 

of a protein molecule. Thus, as a further step towards investigation of biologically relevant 

processes at the molecular level, we have studied the UV-photolysis and ionization of the above 

molecules in various cluster environments [2,3].

The clusters provide some advantages for investigation of the photolysis processes in the 

condensed phase-like  environment  [4]:  e.g.  (i)  the  finite  number  of  cluster  constituents 

facilitates theoretical treatments often impossible for the infinite bulk; (ii) the evolution of the 

processes  can  be  investigated  as  a  function  of  the  cluster  size;  (iii)  some  experimental 

observables which are inaccessible in the bulk can be measured in clusters, e.g., the kinetic 

energy of the fragments escaping from the cluster, which is what we measure in our experiment. 

From  the  fragment kinetic  energy  distribution  (KED) we  can  learn  the  details  about  the 

photodissociation process at the molecular level.

The experiments were performed in a molecular beam apparatus for cluster studies. The 

clusters were produced by supersonic expansions through a conical nozzle. Different types of 

clusters and various cluster sizes were produced in expansions of the above molecules with 

either He or  Ar carrier  gas under different  expansion conditions.  The  neutral  cluster  size  
distribution can be measured by the nondestructive deflection method [5]. The clusters can be 

electron impact ionized and successively mass analyzed with a quadrupole mass spectrometer. 

Alternatively, in the photodissociation experiments, they are UV photolyzed and the fragments 
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are photoionized and analyzed by a time-of-flight spectrometer. The spectrometer is operated in 

the low-field regime to measure the fragment kinetic energy. For the dissociation of molecules 

and photoionization of the H fragments a UV-laser pulse is used with wavelength 243 nm (2+1 

REMPI of H atom). The molecules can be also photolyzed at 193 nm with another synchronized 

laser  pulse.  The  interpretation  of  the  experimental  results  was  assisted  by  accompanied 

theoretical calculations at the CCSD(T) level.

Fig. 1: H-fragment kinetic energy distributions after photolysis of (a) single Py molecule, (b) 

Pyn clusters of the mean size n=3, and (c) PynArm clusters with n=4 and m=8.

Figure 1 shows the H-fragment KEDs after the pyrrole photolysis for a pyrrole molecule (a) 

and for the various clusters (b) and (c). All the spectra exhibit the bimodal character observed 

previously  in  the  photodissociation  of  pyrrole  molecules,  with  a  narrower  peak  of  fast 
photofragments and a broader lower intensity distribution of the slow ones. However, the fast 

fragment contribution,  which is  the major channel for  the molecule,  decreases in  intensity 

relative to the slow component with the increasing cluster size.

Figure 2 provides a qualitative explanation for the observed trends in the KED in terms of 

the potential  energy surfaces (PES) based on the theoretical calculations. The molecule is 

promoted by the 243 nm photon to an excited state of a πσ* character. Then it evolves along the 

N-H coordinate resulting in a prompt N-H bond fission leading to the fast H-fragments. An 

internal  conversion  to  the  ground state  via  the  conical intersection  can  lead  to  the  slow 

fragments. Another ring-bending coordinate leading to the dissociation has to be considered too. 

It plays a crucial role by connecting the  πσ  * state with another excited  ππ* state and other 

fragmentation channels. Upon the excitation with 193 nm the ππ* state can be populated, which 

enhances the generation of the slow H-fragments.

At the bottom panel of figure 2, the calculated influence of a structureless Ar-atom solvent 

on the potential is shown. The excited πσ* state is shifted in energy by the electronic interaction 

with the solvent and the conical intersection with the ground state disappears. This, in principle, 

leads to the closure of the dissociation channel leading to the fast H-fragments with the Py 

solvation. Further details of the solvated Py-molecule photochemistry will be discussed in our 

contribution.
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Fig. 2: Calculated potential for the ground and excited states of Py molecule (top) and the 

Py molecule solvated by an Ar atom (bottom).

Further, the photolysis of imidazol and pyrazol molecules in the clusters will be presented 

too. The principle difference to the pyrrole molecules, which are bound together in the clusters 

by the N-H···π bonds, the other molecules generate the hydrogen N-H···N bonds.
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On the evolution from a molecular Rydberg gas to a cold
plasma in jet-cooled NO

J. P. Morrison, C. J. Rennick, and E. R. Grant
Department of Chemistry, University of British Columbia, Vancouver, BC V6T 1Z1

Canada

J. S. Keller
Department of Chemistry, Kenyon College, Gambier, Ohio 43022 USA

The fundamental physics of ionized gases lie at the heart of a number of energetic phe-
nomena, from the formation of stars to the plasma processing of nanomaterials. Most
plasmas are hot, and this thermal kinetic energy dominates in a binary-collision, gas-like
fluid dynamics. However, under extreme conditions, many-body charged-particle interac-
tions can exceed thermal energies, giving rise to liquid- or solid-like spatial correlations.
The degree of correlation depends simply on the kinetic energy of the ions compared with
their Coulomb repulsion, which varies with plasma density, and one can define an index,
Γ, by,

Γ =
q2

4πε0akT
,

where q is the charge, and a, the Wigner-Seitz radius, is related to the particle density,
ρ, by,

4

3
πa3 =

1

ρ
.

Familiar plasmas are dense (ρ > 1014 cm−3) but hot (T > 10, 000 K), which yields Γ << 1.
Strongly correlated plasmas are thought to exist at the center of heavy stars and under
the conditions necessary for inertial confinement fusion.[1]

Recently, new techniques for cooling distributions of atoms to ultracold temperatures
have made it possible to approach the conditions of strong coupling in highly rarified
systems in the laboratory. So-called ultracold plasmas integrate atomic and mesoscopic
domains, and thereby open the many-body multiscale heart of the problem to fundamental
experimental study.

For example, ultracold Rydberg gases, in which particles interact by means of mul-
tipole forces, can be seen as a rarified amorphous insulator. With the promotion of
constituent atoms to an orbital state for which the average radius approaches a, such
systems evolve to form a correlated ultracold plasma. This evolution can be viewed as a
phase change, analogous to a Mott-type insulator-metal transition.[2]

Ultracold plasmas thus offer a unique framework within which to investigate the el-
ementary properties of condensed matter dynamics, including the elementary bases of
resistance and superconductivity. Furthermore, by exciting and interrogating entangled
states in such mesoscale systems, one can also explore quantum information processing
strategies including such quantum logic operations as conditional phase gates.
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Experiments on atomic Rydberg gases and ultracold plasmas, establishing this promise,
have grown naturally from work on the production of cold atoms and atomic condensates.
Now, newer methods have emerged that enable the production of ultracold ground state
molecules.[3] However, despite the well-established practical importance of conventional
molecular plasmas and the promise of ultracold molecular Coulomb systems for the study
of electrodynamics on a nanometer length scale, the domain of molecular Rydberg gases
and ultracold plasmas has yet to be explored.

In experiments on jet-cooled NO, we have found evidence for evolution from a molec-
ular Rydberg gas to a cold plasma. This transition occurs for ensembles of molecules
prepared in Rydberg states converging to the vibrational ground state of NO+ with total
energy as much as 60 cm−1 below the ionization threshold.

Figure 1 diagrams the apparatus. A pulsed free jet of NO seeded in He passes through
a skimmer to enter a longitudinal system of perpendicular grids capped by a microchannel
plate detector. In a field-free region between the first two grids, double-resonant transi-
tions through the A 2Σ+ state populate single nf Rydberg states converging to X 2Σ+

NO+ v = 0, N+ = 2.

Figure 1. Schematic diagram of a differentially pumped pulsed molecular beam electron spec-
trometer. A pulsed jet of NO seeded at 10 percent in He passes through a skimmer and a repeller
grid to enter a field-free laser interaction region. There, double-resonant excitation transfers a
substantial fraction of the molecules within a small volume element to a selected high Rydberg
state. As this population travels with the average longitudinal velocity of the molecular beam,
the dispersion in this velocity component (T||) causes the volume element of excited molecules
to elongate.

Figure 2 shows a representative oscilloscope trace of the electron signal we observe
when we prepare the 52f(2) state under conditions of high excited state density, in a
supersonic expansion of low temperature (high Mach number). Note the prompt, field-
free production of electrons, even though this Rydberg state falls nearly 70 cm−1 below the
lowest ionization threshold of NO. Approximately 8.5 microseconds later, a large electron
signal appears when the photoexcited population, traveling at the laboratory velocity of
the molecular beam, passes through the extractor grid.

Under isolated conditions, states in the nf Rydberg series of NO are unstable with
respect to predissociation, and decay with n-dependent lifetimes in the range of hundreds
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of nanoseconds. Yet, nearly ten microseconds after production, we detect a correlated
distribution of ions and electrons 1 cm downstream from the point of production. By
applying a pulsed field after excitation by ω2, we can confirm that this plasma-like dis-
tribution forms on a sub-microsecond timescale, as signaled in Figure 2 by the prompt
emission of electrons. A field ionization pulse applied during this initial interval suppresses
the formation of the plasma. The same voltage pulse applied microseconds later yields
detectable electrons, but little diminishment of the long-lived signal.

Figure 2. Oscilloscope trace showing the arrival time of electrons produced following two-color
production of NO molecules in the 52f(2) Rydberg state built on NO+ 1Σ+ v+ = 0. On this
offset time scale, the early peak corresponds to prompt electrons produced shortly after second-
photon excitation. A weak 200 mV cm−1 field applied between the repeller and extractor
sharpens this signal. The late signal corresponds with the arrival of the photoexcited volume at
the extractor grid, beyond which it passes through a field gradient of 60 V cm−1.

In Figure 3, we assemble a contour plot of this late signal as a function of time and
ω2 frequency. For second photon energies near the ionization threshold, we find that
the Rydberg gas collapses at its point of origin to form ions and electrons that reach
the detection plane as a cloud moving with the longitudinal velocity of the 1 K seeded
supersonic molecular beam.
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Figure 3. A contour map showing the time of flight of excited ensembles of NO Rydberg states
formed below threshold by double resonance at high density and low translational temperature
in a skimmed supersonic molecular beam. Note the time-of-flight retardation for lower principal
quantum numbers.
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The plasma forms less readily for lower principal numbers, and appears only for the
molecules that arrive later at the plane of the detector. Simulations suggest that this tail
of the elongating photoselected ellipsoid contains the coldest portion of the local thermal
distribution. We believe that fractionation in the jet isolates cold NO molecules that
undergo long-range Rydberg-Rydberg coupling like Rydberg atoms in magneto-optical
traps.[4]

This work was supported by the Natural Sciences and Engineering Research Council
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Scattering of very slow (3-10 eV) hydrocarbon ions CD3

+, CD4
+, and CD5

+  

from room-temperature carbon (HOPG) surfaces 
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V. �ermák Laboratory, J. Heyrovský Institute of Physical Chemistry,v.v.i., 
Academy of Sciences of the Czech Republic, Dolejškova 3, 182 23 Prague 8, Czech Republic 

 
Scattering of simple hydrocarbon ions CD3

+, CD4
+, and CD5

+ from room-temperature 

carbon (HOPG) surfaces was investigated at low incident energies of 3 – 10 eV. Mass spectra, 

angular and translational energy distributions of product ions were determined. From these 

data information on processes at surfaces, survival probability factors of incident ions, 

scattering diagrams and effective mass of the surface involved in the collisions were 

determined. Incident ions CD5
+  and CD3

+ showed only non-dissociative (CD3
+) or non-

dissociative and dissociative (CD5
+) scattering; the radical cation CD4

+ exhibited both 

inelastic and dissociative processes and chemical reactions of H-atom transfer and C2-

hydrocarbon formation in reactions with hydrocarbons on the room-temperature carbon 

surface.  

The absolute survival probability, SA, is defined as a percent ratio of the total current 

of product ions to the current of incident ions striking the surface The absolute survival 

probability was at 10 eV about 12 % for CD5
+, 0.3-04 % for CD3

+ and CD4
+, and decreased 

towards zero at lower incident energies (Fig. 1). 

 

 

 

 

 

 

 

 

 

 

 

Fig .1: Absolute survival probability, SA (%), for ions CD5
+, CD4

+, and CD3
+

. 

The new data for energies below 10 eV fit well data for incident energies 15 – 45 eV obtained 

earlier [1]. 
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 From the angular and translational energy distributions of the product ions (see Fig. 2  

and 3 for CD5
+ scattering), velocity scattering diagrams were constructed (Fig. 3).  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Angular distributions of CD5
+ (upper part) and its fragment CD3

+ (lower part) from 

collisions of 10. 45 eV projectile ions CD5
+ with carbon (HOPG)  surfaces 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Translational energy distributions of product ions CD5
+ (left) and CD3

+ (right) from 

collisions of  10.45 eV projectile ions with carbon (HOPG) surfaces. 
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Fig. 3: Velocity scattering diagram of CD5
+ at 10.65 eV. 

 

The peaks of the velocity distributions fitted on a circle with its center on the relative 

velocity of the system incident ion – surface. From its position, the effective surface mass 

involved in the collisional process, m(S), could be estimated. The estimated value of m(S)eff 

was about 29 m.u. for CD3
+ collisions, 15-21 m.u. for inelastic and fragmenting collisions of 

CD4
+, and 62 m.u. for CD5

+ collisions, corresponding to the mass of one or several CH3- 

terminal units of surface hydrocarbons. For the chemical reaction of H-atom transfer in CD4
+ 

collisions (Fig. 4), the effective mass m(S)eff
  was about 48 m.u. suggesting a more 

complicated surface process than a simple direct H-atom pick-up. 
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Optical investigations of atomic impurities in superfluid helium nanodroplets have drawn
considerable attention in recent years[1, 2]. In particular, the shifts of the electronic
transition lines with respect to the gas-phase (atomic shifts) are a very useful observable
to determine the location of the foreign atom attached to the drop. Alkaline earth atoms
appear to play a unique role in this context. While, e.g., all alkali atoms reside in a
“dimple” on the surface of the cluster, and more attractive impurities like all noble gas
atoms reside in the bulk of drops made of either isotope[3], the absorption spectra of
heavy alkaline earth atoms attached to 4He drops clearly support an outside location of
Ca, Sr, and Ba[4, 5], whereas for the lighter Mg atom the experimental evidence is that
it resides in the bulk of the 4He droplets[6].

Within density functional theory, we have obtained the structure of 4He droplets doped
with neutral calcium atoms. We have used the Orsay-Trento (OT) density functional[7],
together with the Ca-He adiabatic potential X

1Σ of Ref. [8], and explicitly taken into
account the quantum vibration of the Ca atom.

Figure 1 shows the energy of a Ca atom attached to a drop, defined as SN(Ca) =
E(Ca@4HeN) − E(4HeN), for several cluster sizes. On the figure are also shown the
results obtained by treating calcium as an external field[9]. It can be seen that for large
drops the energy of the calcium atom is about 10 K less negative due to its zero point
motion.
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Figure 1: Energy (K) of a calcium atom as a function of the number of 4He atoms in
the droplet (dots). Results obtained treating calcium as an external field are also shown
(triangles)[9]. The lines have been drawn to guide the eye.
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We have found that the Ca atom resides in deep dimple at the surface of the drop, in
agreement with the available experimental data[4] and previous DFT calculations[9]. The
dimple depth ξ, defined as the difference between the position of the dividing surface at
ρ = ρ0/2, where ρ0 = 0.0218 Å−3 is the bulk liquid density, with and without impurity,
is ∼6.4 Å for the Ca@4He2000 drop. Due to the zero point motion the dimple depth is
about 0.8 Å smaller than when the zero point motion is not included[9]. This change
in the depth is large enough to produce observable effects in the calculated absorption
spectrum. We have found that the total energy of the equilibrium -dimple- configuration
of Ca@4He1000 is ∼ −5467.4 K, only 12.4 K smaller than when Ca is forced to be at the
center of the drop.

We have studied the drop structure as a function of the position of the Ca atom with
respect of the center of mass of the helium moiety. The interplay between the density
oscillations arising from the helium intrinsic structure[3, 7, 10] and the density oscillations
produced by the impurity in its neighborhood plays a role in the determination of the
equilibrium state, and hence in the solvation properties of alkaline earth atoms. We show
in Fig. 2 the density of the helium moiety of Ca@4He2000, where the interference pattern
can be clearly seen.
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Figure 2: Helium density of the Ca@4He2000 drop on the x = 0 plane. The probability
density of the calcium atom is also shown, rescaled multiplying it by a ρ0 factor for the
sake of clarity.
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These results have been used, in conjunction with newly determined ab-initio 1Σ and
1Π Ca-He pair potentials, to address the 4s4p 1P1 ← 4s2 1S0 transition of the attached
Ca atom. The peak energy for the Ca@4He2000 drop is 79 cm−1, a 10% larger than the
experimental value of 72 cm−1 for very large clusters[4], which indicates a fairly good
agreement between theory and experiment.

Figure 3 shows the total absorption spectrum of Ca attached to 4HeN droplets for
several N values. For the smallest clusters, the main peak is due to the contribution of
the Π states while the contribution of the Σ states is seen as a blue shifted shoulder. As the
size of the cluster increases, the components become broader and cannot be distinguished.
Since we have neglected the fluctuations of the dimple -shape fluctuations[11]- and their
coupling to the dopant dipole oscillations, as well as inhomogeneous broadening resulting
from droplet size distributions, laser line width and similar effects, the model is expected to
underestimate the experimental line width, which is three times larger than the theoretical
value.
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Figure 3: Total absorption spectrum of Ca attached to 4HeN droplets in the vicinity of
the 4s4p 1P1 ← 4s2 1S0 transition, for the indicated N values. The starred vertical line
represents the gas-phase transition. The inset shows the calculated shifts relative to the
gas-phase transition (dots), defined as the energy of the maximum of the absorption line
minus the energy of the gas-phase transition. The experimental values are also shown
(triangles). The arrow indicates the asymptotic experimental value[4].

Since 4He is superfluid, it is quite natural to wonder about the appearance and de-
tection of quantized vortices in droplets[3, 12]. The structure of vortices attached to the
calcium atom has been addressed, as well as its effect on the calcium absorption spec-
trum. At variance with previous theoretical predictions[13], the presence of the vortex
line produces just a deeper surface dimple, rather than drawing the impurity into the
center of the droplet. Fig. 4 shows the calculated spectra for the Ca@4He1000 droplet
with and without vortex. Unfortunately, the experimental absorption line is so broad and
asymmetric that the extra shift caused by the vortex is not enough to displace the line to
a region where it could be distinguishable on top of the vortex-free absorption line.
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Figure 4: Ca absorption spectrum for the N = 1000 droplet with (dashed lines) and
without a vortex line along its symmetry axis (solid lines). The absorption line has been
decomposed into its three components. The starred vertical line represents the gas-phase
transition, and the dotted vertical line represents the experimental value for bulk liquid
4He[14].
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Intramolecular Vibrational Energy Redistribution in the

CH-chromophore in CHD2I
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Abstract
We report results on the intramolecular vibrational energy redistribution (IVR) in the
CH-chromophore of CHD2I as obtained from experimental spectra covering the range
from 500 to 12000 cm−1 and also from ab initio calculations.

1 Introduction
Intramolecular vibrational energy redistribution (IVR) on the femto- to picosecond time
scale is a central primary process in unimolecular chemical reaction dynamics. There are
two main approaches towards its understanding. One is the analysis of the highly resolved
vibrational spectra of polyatomic molecules (see [1, 2] and references cited therein), some-
times combined with ab initio calculations. Another approach consists in time resolved
femtosecond (fs) pump-probe experiments, which we have recently carried out for a series
of alkyliodides [3] including CHD2I. For the latter molecule we present here the vibrational
analysis of its overtone spectra. We have also carried out ab initio calculations construct-
ing potential energy and electric dipole moment hypersurfaces in normal coordinates up to
3 dimensions. These surfaces are employed for accurate 3D vibrational variational calcu-
lations [4] for the 3 anharmonically coupled modes. The overtone absorption spectra are
calculated for the CH-chromophore, which clearly dominates the entire spectrum and are
analyzed in detail with respect to their anharmonic resonance dynamics. Time dependent
population dynamics [2, 4] demonstrate, that close resonance couplings lead to IVR on a
sub-ps time scale. As a first step in a direction of a complete understanding of the IVR
dynamics in CHD2I the isolated CH-chromophore was investigated. By increasing the
dimensionality of investigated subspace step by step we should finally be able to compare
the results of this approach with the corresponding results from femtosecond pump-probe
experiments ([3] and ongoing work).

2 Experimental
We employed a high-resolution Fourier transform infrared spectrometer (BOMEM, DA002)
equipped with a White type multi reflection cell with a path length of 35 m [1]. The in-
frared absorption spectra of CHD2I have been recorded from 500 to 12000 cm−1 (with
resolutions of 0.10 or 0.15 cm−1), and a pressure ranging from 190 to 225 mbar.

3 Ab initio and vibrational variational calculations
The potential energy and electric dipole moment hypersurfaces were calculated on a grid
based on 2500 explicitly calculated ab initio single point (MP2/aug-cc-pVTZ for H and
C, MP2/SDB-cc-pVTZ [6, 7] for I (with the corresponding effective core potential)),
by successive one dimensional spline interpolations along the three normal coordinates
(see [8, 9]) covering an energy range up to 40000 cm−1. The vibrational Hamiltonian is
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diagonalized in a discrete variable representation DVR [8]. Scaled and unscaled harmonic
frequencies are used in the vibrational calculations. The scaled harmonic frequencies are
chosen in such a way that the corresponding calculated and experimental fundamentals
agree.

3.1 Effective Hamiltonian for analysis the CH-chromophore overtone spectra

The CH-chromophore spectra were analyzed in terms of a 3D effective Hamiltonian [8]
including Fermi resonance couplings between the CH-stretching ν1 (A’) and two CH-
bending modes ν3 (A’) and ν8 (A”). Only the pure CH-stretching overtones carry intensity
in a zero order picture. The effective tridiagonal three-dimensional Hamiltonian (Heff )
is assumed to be block-diagonal in the polyad quantum number N, N = v1 + 1

2
(v3 + v8).

The fundamental wavenumbers and the anharmonicities x 11, x 33, x 88 are defined in the
usual way [1]. The chromophore states within a polyad are coupled by a Fermi resonance
between CH-stretching and CH-bending modes with the corresponding coupling constant
k133 and k188 characterizing the anharmonic interaction. For molecules with Cs symmetry
like CHD2I, k138 is zero. The Darling-Dennison resonance γ = k3388 was taken into account.

4 Results and conclusion

4.1 The CH-chromophore absorption spectrum and results of effective Hamil-
tonian analysis

In the overtone spectrum of CHD2I 24 vibrational band centers were assigned, aided by
the eigenvalue spectra obtained from the variational calculations. The assignment is also
corroborated by a fit of the experimental data to the effective Hamiltonian which yields
”reasonable” preliminary parameters and satisfactory RMS deviations (see table 1). In
table 1 two types of data from the ”scaled” calculation are included (first and second
column). One is a fit of 85 calculated band centers up to polyad N=4 and the other data
set comes from a fit to 142 calculated band centers up to N=6. It is obvious that the
constants are changing just slightly with the increasing number of transitions included
and the effective spectroscopic parameters can therefore be used for the prediction of
higher polyads. In the last column of table 1 we list constants from a fit of the exper-
imental vibrational band positions. The RMS deviation is only weakly dependent on γ
showing a very flat minimum, and therefore γ=10 cm−1 was fixed in the fit. This is the
value for the calculated absorption spectrum. The CH-stretching and CH-bending modes
are strongly coupled via Fermi resonances with k133=85±10 cm−1 and k188=45±5 cm−1

(estimated error of 10 %). The Fermi resonance parameters k133 and k188 are fixed at the
given values, which are chosen in such a way that the intensity pattern of the spectrum,
resulting from the fit, is in good agreement with the calculated and measured spectra.
The agreement of absolute intensities and transition wavenumbers between the ”scaled”
calculations and Heff using experimental band centers is very good. The values for the
RMS deviation of the calculated and experimental transition wavenumbers are drms=
8.1 cm−1 for the ”scaled” data up to N=6 and drms= 5.2 cm−1 for the experimental fit
using the effective Hamiltonian, which indicates a satisfactory agreement between experi-
ment and theory. The spectroscopic constants are quite similar with previous analyses of
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the CH-chromophore in various molecules. This indicates that the model of the isolated
CH-chromophore is also transferable to similar types of molecules.

Table 1: Various fits with the effective model Heff employing the calculated vibrational
eigenvalues from the ”scaled” calculation (see above) and the experimental data. All
parameters are given in cm−1 and standard deviations are given in parentheses in units
of the last digit.

Parameters Variational calculations-SCALED EXPERIMENT
(cm−1) fit up to N=4 fit up to N=6 fit up to N=4

ν̃1 3081.0 (14) 3072.5 (21) 3090.6 (37)
ν̃3 1173.2 (7) 1173.2 (12) 1194.9 (59)
ν̃8 1287.2 (7) 1296.2 (10) 1290.8 (43)
x11 -54.4 (4) -53.7 (4) -61.9 (11)
x33 -1.6 (1) -1.3 (2) -16.6 (2)
x88 -2.8 (1) -4.5 (1) -4.3 (1)
x13 -33.2 (3) -33.9 (4) 26.1 (2)
x18 -31.2 (3) -32.2 (4) -25.1 (4)
x38 -0.7 (2) -1.9 (2) -0.6 (2)
k133 90.0± 10 90.0± 10 85.0± 10
k188 65.0± 6 65.0± 6 45.0± 5
γ 10.8 (8) 13.9 (7) 10
ndata 85 142 24
drms 2.9 8.1 5.2

4.2 Time dependent dynamics

The time dependent wave function Ψ(t) and therefore the time evolution of the populated
states of the isolated CH-chromophore can be calculated via the effective or the ab initio
Hamiltonian [2]. The results from the effective Hamiltonian using the spectra calculated
ab initio are in good agreement with experimental data, thus our ab initio model provides
a realistic picture of the dominant anharmonic coupling present in CHD2I and therefore
the time dependent dynamics was performed using the effective Hamiltonian and the
time evolution operator Û(t, t0) for the calculation of the time dependent wave function
Ψ(t, t0). The population pk(t) of state k is given by

pk(t) = |bk(t)|2

where bk(t) is the element of the time dependent vector b, which is calculated by employing
time evolution matrix Û [1]. The population dynamics was calculated for |v1=4, v3=0,
v8=0> as initial state (p|4,0,0>(t)), with 4 quanta of pure CH-stretching excitation and
the results are shown in figure 1. This figure contains the results calculated with Heff

obtained from the fit of the experimental data and those calculated from the fit of the
eigenvalues of the ”scaled” ab initio calculation. The time evolution for both provides very
similar results. It is obvious that p|4,0,0>(t) rapidly decays within about 100 fs. The states
p|3,0,2>(t) and p|3,2,0>(t), gain population up to 20 % during this period. This provides
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insight into how vibrational energy can flow between the CH-stretching and the CH-
bending modes. The depopulation of p|4,0,0>(t) is not complete due to the off resonance
shift of the coupled states. Our Heff gives a correct description of the IVR process for
short times.

Figure 1: Population dynamics pk(t) on the ordinate: |v1=4, v3=0, v8=0> as initial state
(p|400>(t) dotted line, p|320>(t) solid line, and p|302>(t) dashed line). a) Results calculated
by Heff obtained from the fit of the experimental eigenvalue spectra. b) Results calculated
by Heff obtained from the fit of the eigenvalues of the ”scaled” ab initio calculation.
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Abstract 
Films of silicon nanoparticles are formed by a magnetron sputtering source and deposition 

onto highly oriented pyrolytic graphite (HOPG). The effect of different parameters such as the 

distance between magnetron and graphite surface, pressure, discharge current, deposition time 

and bias-voltage of the HOPG is analyzed with a variable temperature scanning tunneling 

microscope (VT-STM). Well defined manipulation in the nanometer regime of the films with 

the STM tip is demonstrated and electronic properties of the films are probed by local 

scanning tunneling spectroscopy (STS). 

Experimental 
Silicon nanoparticles are formed by magnetron sputtering of a pure polycrystalline silicon 

target and deposited onto freshly cleaved HOPG. The sample preparation chamber is directly 

connected to the VT-STM which enables a fast transfer into the ultra high vacuum of the 

analyzing part of the instrument. Thereby the contamination (oxidation) of the silicon 

nanoparticles is reduced to a minimum. 

With the STM we are investigating the structure of the sputtered silicon nanoparticles with 

STM images and their electronic properties with STS. The presently utilized STM enables to 

investigate the silicon nanoparticles in a temperature range from 25K to approximately 

1300K. 

Results and discussion 
The growth of very homogeneous silicon nanoparticle films is observed and studied. We 

investigate the behavior of the films, formed with different sputtering parameters. For the 

present study we analyze the dependence on the distance / geometry, pressure, current, time 

and also bias-voltage of the HOPG. The distance / geometry has the strongest influence on the 

sputtering behavior. It was only possible to grow films of nanoparticles in a distance regime 

of approximately 8cm from the sample. It is interesting to note that the influence of walls and 

edges of the vacuum vessel can be neglected up to this distance. 

Changes in the pressure of Ar used for sputtering affects the amount of deposited silicon 

nanoparticles. In addition, the sticking coefficient of the nanoparticles on the HOPG gets 

worse with higher pressure. For very low pressure (4×10
-3

mbar) we obtain fractal structures 

and decoration of defects in the HOPG substrate (see Fig. 1, left). Moreover, the overall 

roughness of the film increases with higher pressure. 

Fig. 1 (Right) shows the initial process of film formation where a few nanoparticles are 

attached to each other and form isolated hillocks on the graphite surface. On the upper left 

corner a step in the HOPG surface is densely covered with silicon. The low roughness of this 

structure indicates fusion of nanoparticles into a nanorod (nanowire) [1]. Defects like steps in 

the HOPG are not only decorated in the first layer of nanoparticles but also in the higher 

layers (Fig. 4 (Right)). 
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500 nm 300 nm 

Fig. 1: Left: Fractal structure and decoration of defects (500 nm); Right: Formation of 

silicon nanoparticle islands 

Modifications like vaporization, fusion and removal of nanoparticles with the STM tip on 

the nanometer scale are also possible. These techniques enable a novel kind of 

nanolithography and we are able to form different profiles and patterns in the silicon film. 

Fig. 2 shows a profile pattern formed by different tunneling currents. The right diagram shows 

a sectional scan for the white line in the image on the left. 

900 nm 

Fig 2: Greyscale series (vaporizing) by different tunneling currents 

At increased bias-voltage, applied between the tip and the silicon nanoparticle film, we are 

able to fuse some silicon nanoparticles into larger objects. Fig. 3 (Left) shows this behavior 

for 100nm × 100nm squares scanned with different gap-voltages. Also the electronic density 

of states is changed and probed with complementary scanning tunneling spectroscopy 

measurements. Fig. 3 (Right) shows the sectional scan along the white line in the left image. 

900 nm 

Fig 3: Greyscale series (fusing) by different gap-voltages 

By lowering the gap-voltage it's possible to remove silicon nanoparticles. Fig 4 shows a 

square of 50nm × 50nm that was scanned with 0.5V (for the silicon we use normally 2.7V) so 

the tip dipped into the film and wiped away the clusters. 
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500 nm 

Fig. 4: Left: Removal of silicon clusters; Right: Sputtering with a positively biased sample 

A change in the experimental setup allows to have a grounded grid in front of the sample 

and to bias the sample. Biasing the sample with a negative voltage results in very low 

coverage of the HOPG. Sputtering with a positive bias-voltage results in a better nanoparticle 

film. The film is much more stable against vaporization and can be achieved with up to 10 nA 

instead of 500 pA for the grounded sample. Furthermore, fusion becomes much easier (see 

Fig. 3). By applying the positive bias to the sample an additional lightning of the plasma 

appears between the grid and the sample (Fig. 4 Right). 

Conclusions 
We investigate in detail the growth and the properties of films of silicon nanoparticles 

formed by magnetron sputtering and deposition on freshly cleaved HOPG. The methods 

utilized are STM and STS at room temperature but with the option to perform these studies 

also in a wide temperature regime from 25K to 1300K. Also a better setup for biasing the 

sample without disturbing the plasma is currently developed. It is planned to determine the 

conditions for a film that has optimum properties for subsequent nanolithography as described 

above. A high resolution relief-like image will be imprinted on such a film. The stability of 

the films and the nanolithography is going to be studied at elevated temperatures in the STM. 

Work is supported by the Integrated Infrastructure Initiative ITS-LEIF. 
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Accurate Pair Potentials for the Ground-State and Excited

Metastable Helium Atoms
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Using state-of-the-art electronic structure techniques, including an accurate treat-

ment of the relativistic, QED, and diagonal Born-Oppenheimer corrections, we com-

puted pair potentials for the interaction of ground-state singlet and metastable

triplet helium atoms. To reduce the basis set errors to a minimum we employed

specially designed explicitly correlated basis sets and as well as configuration inter-

action expansions with high-angular-momentum orbitals. Theoretically motivated

extrapolation techniques enabled an estimation of error bars, which amount to about

0.03% relative uncertainty at the minimum of the potential well and much better

at the long range and in the repulsive parts of the potential. These errors bars are

about an order of magnitude tighter than those corresponding to the best previous

potentials. The computed interaction energies were used to fit physically motivated

analytic functions both for the potentials and for their error bars. The fits use the

best available van der Waals coefficients, including the C11 – C16 constants computed

by us for the first time, and has also the correct analytic behavior at short range.

We found that the ground-state potential exhibits the well depth of 11.001±0.004

Kelvin and the equilibrium distance of 5.608±0.012 bohr. The only bound state re-

sulting from the interaction of ground-state helium 4 atoms has the dissociation

energy of 1.73±0.04 milliKelvin, and the average interatomic separation 〈R〉 =

45.6±0.5 Å, in agreement with experimental estimates.

The potential for the interaction of metastable triplet atoms was used to predict

the S-wave scattering length as of spin-polarized helium 4 atoms, determined recently

in the BEC experiments. The experiments led by Alain Aspect (Orsay) and Claude
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Cohen-Tannoudji (Paris) gave the values of 20 nm and 16 nm, respectively, with

uncertainties as large as 50% . A more recent experiment from the Aspect’s group led

to a value between 10.3 and 13.7 nm. Initial theoretical calculations were confirming

these large values.

Theoretical value of as predicted by us, equal to 7.51±0.20 nm, lies well outside

the error bars of all experimental determinations based on the properties of Bose-

Einstein condensate. We also predicted that the highest, v=14 vibrational level is

bound by D14=91.6±6.7 MHz, much stronger than previous best theoretical estimate

of 15.2 MHz. Both as and D14 were obtained using the atomic masses in solving

the radial Schrödinger equation for the interatomic distance dependence of the wave

function. Using nuclear masses would led to values differing by 0.14 nm and 4.2

MHz, respectively. Shortly after our value of as had been obtained Kim et al. (Paris

group) measured the light induced frequency shifts in photoassociative spectra of

metastable helium atoms and inferred the value of 7.2±0.6 nm, in full agreement

with our prediction. In a subsequent development, Moal et al. (Paris group) carried

out a two-photon photoassociation experiment and determined very accurately the

dissociation energy of the v=14 state. Their result D14=91.35±0.06 MHz was used

to obtain a new experimental value of as equal to 7.512±0.005 nm agreeing perfectly

with our prediction but exhibiting much smaller uncertainty.

Very recently we significantly tightened our theoretical error bars by further

improving the nonrelativistic clamped-nuclei calculations and including higher rela-

tivistic and QED effects. The improved value of as equal to 7.56±0.03 nm is now in

a slight disagreement with the most recent experimental determination. The possi-

ble origin of this disagreement will be discussed. It will also be shown that the very

accurately measured value of the energy of the v=14 state provides a very stringent

test for the relativistic theory of interatomic interactions, provided that the role of

the (nonrelativistic) nonadiabatic effects is clarified.
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L. Rubio-Lago, D. Zaouris, Y. Sakellariou, D. Sofikitis  and T. N. Kitsopoulos    

Institute of Electronic Structure and Laser, Foundation for Research and Technology-Hellas 

and Department of Chemistry University of Crete, 71110 Heraklion, Crete, Greece

F. Wang  and X. Yang 

State Key Laboratory for Molecular Reaction Dynamics, Dalian, 116023, Liaoning, People’s 

Republic of China 

B. Cronin, A.L. Devine, G.A. King, M.G.D. Nix and M.N.R. Ashfold 

School of Chemistry, University of Bristol, Bristol, UK BS8 1TS 

S. S. Xantheas 
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The photolysis of pyrrole has been studied in a molecular beam at wavelengths 250 nm, 240 

nm and 193.3 nm, using 2 different carrier gases, He and Xe.  A broad bimodal distribution of 

H atom fragment velocities has been observed at all wavelengths. Near threshold at both 240 

and 250 nm, sharp features have been observed in the fast part of the H-atom distribution.  

Under appropriate molecular beam conditions, these sharp features and the photolysis of 

pyrrole at both 240 and 250 nm disappear when using Xe as opposed to He as the carrier gas.  

We attribute this phenomenon to cluster formation between Xe and pyrrole, and this 

assumption is supported by observation of resonance enhanced multiphoton ionization spectra 

for the (Xe…pyrrole) cluster followed by photofragmentation of the nascent cation cluster.  

Ab initio calculations are performed to support the experimental data. 
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PFI-ZEKE photoelectron spectroscopy and potential curves of
the six lowest ionic states of the ArKr mixed dimer

Evgueni Kleimenov, Lorena Piticco, Frédéric Merkt
Laboratorium für Physikalische Chemie, ETH Zürich, 8093 Zurich, Switzerland

Rare-gas dimers are model systems for studying atom-atom interactions [1] and rep-
resent a starting point to describe the properties of larger rare-gas clusters [2, 3].

The pulsed-field-ionization zero-kinetic-energy (PFI-ZEKE) photoelectron spectrum of
the ArKr mixed rare-gas dimer has been recorded between 108000 and 120000 cm−1 (1 eV
= 8065.544 cm−1). This spectroscopic technique in combination with a narrow-bandwidth
laser source allows the determination of the energy levels of an ion with respect to these
of its parent neutral molecule with an accuracy of better than 1 cm−1.

The ground state of the dimer is almost repulsive (De ≈ 116 cm−1 [4]), but in several
excited and ionic states the dimer is strongly bound [5, 6, 7]. The Rydberg and ionic
states have been accessed by 1+1′ resonance two-photon excitation via an intermediate
state located below the Ar(1S0) + Kr(5p[1/2]0) dissociation limit.
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Figure 1: Potential energy curves of the states of ArKr and ArKr+ relevant for the present
study and photoexcitation scheme.

Lines corresponding to transitions to many vibrational levels of the X(1/2), A1(3/2)
and A2(1/2) states were observed in the wavenumber region 108000-113000 cm−1. Using
the positions of vibrational levels of the X(1/2), A1(3/2) and A2(1/2) states and transition
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energies measured in [8, 9, 6] the positions of the vibrational levels of the B(1/2), C1(3/2)
and C2(1/2) could be predicted. Rotational constants for X(1/2) and C2(1/2) states were
reported in [6]. Potential curves of all six ionic states in the region of the potential wells
(2-5 Å) have been derived using a global potential model including long-range, spin-orbit
and charge-exchange interactions.
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(2003)

[4] K. T. Tang, J. P. Toennies. J. Chem. Phys., 118, 4976–4983 (2003)

[5] Y. Tanaka, K. Yoshino, D. E. Freeman. J. Chem. Phys., 59, 5160–5183 (1973)

[6] F. Holland, K. P. Huber, A. R. Hoy, R. H. Lipson. Journal of Molecular Spectroscopy,
145, 164–179 (1991)

[7] Y. Morioka, T. Tanaka, H. Yoshii, T. Hayaishi. J. Chem. Phys., 109, 1324–1328
(1998)

[8] M. Tsuji, M. Tanaka, Y. Nishimura. Chemical Physics Letters, 266, 246–252 (1997)

[9] M. Tsuji, M. Tanaka, Y. Nishimura. Chemical Physics Letters, 256, 623–628 (1996)

148



Intramolecular vibrational energy redistribution in CH2XCCH
(X = Cl, Br, I) measured by femtosecond pump-probe

experiments

Alexander Kushnarenko, Eduard Miloglyadov, Martin Quack, and Georg Seyfang
Physical Chemistry, ETH–Zürich, CH–8093 Zürich, Switzerland

Abstract

The redistribution of vibrational energy after overtone excitation was investigated for
three different propargyl-halides in femtosecond pump-probe experiments by time delayed
UV-absorption spectroscopy using a hollow waveguide. Two different time scales for
the intramolecular vibrational energy redistribution (IVR) were found after excitation
of the first overtone of the acetylenic CH-stretching vibration on the one hand and the
CH-stretching vibrations within the CH2X-group on the other hand. For CH2BrCCH
and CH2ClCCH a much longer relaxation time for the excitation of the acetylenic CH-
stretching vibration is found compared to the one for the excitation of the CH2-group, in
agreement with previous findings of IVR in acetylenic and alkylic CH-chromophores.

1.Introduction

Intramolecular vibrational energy redistribution (IVR) is essential for unimolecular re-
actions [1, 2, 3]. Mode selective chemistry may be expected if the time scale for IVR
is comparable to or slower than the time scale for the unimolecular reaction. IVR after
near-IR overtone excitation has been investigated successfully by two significantly dif-
ferent methods: (1.) A molecular Hamiltonian Hmol for the intramolecular couplings is
derived from high resolution IR-spectra and the time dependent dynamics of the initially
excited vibrational levels can be obtained [3, 4, 5]. (2.) Intramolecular relaxation times
can also be determined in femtosecond pump-probe experiments, where the population of
the initial level, excited by the strong near-IR pump pulse, is followed by a time delayed
weak probe pulse [6, 7, 8, 9]. The sensitivity of time delayed UV-absorption spectroscopy
can be improved if the pump-probe experiments are made in a hollow waveguide [10].
From the analysis of high resolution overtone spectra of propyne (CH3CCH) and trifluo-
ropropyne (CF3CCH) it was found that the CH-stretching vibration of the CCH-group is
only weakly coupled to the low frequency vibrational modes [11, 12, 13, 14] and an IVR
relaxation time τ = 120 ps has been found for the first overtone of the CH-stretching
vibration in CF3CCH [15]. In our femtosecond pump-probe experiments we have investi-
gated the transfer of vibrational energy from the initially excited CH-stretching vibration
(vCH = 2) to the CX-stretching vibration in CH2ClCCH, CH2BrCCH and CH2ICCH,
taking advantage of the fact that the excitation of the CX-stretching vibration results in
a shift of the UV-absorption spectrum to longer wavelengths.
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2.Experimental [9, 10]

Two identical optical parametric generators (OPG) (TOPAS, Light Conversion) are pumped
by a femtosecond Ti:Sapphire laser (Clark CPA-1000) resulting in a pulse duration of 120
- 150 fs. The first overtone of the CH-stretching vibration is excited by the idler or sig-
nal wave of one OPG, whereas the fourth harmonic of the output from the second OPG
around 420 nm is mixed with the residual light of the pump laser to obtain a wavelength
around 275 nm to probe the spectral changes in the UV-spectrum of the excited molecules.
To measure the time evolution, the UV-pulse is sent through a variable delay line. For the
pump radiation a pulse energy of 30 - 40 μJ and a spectral width of 120 cm−1 is obtained.
The laser beams are focused with lenses of f = 150 mm (near-IR) and f = 200 mm (UV)
respectively to the entrance opening of a hollow waveguide of inner diameter d = 250 μm
and a length of l = 500 mm. The waveguide is mounted into a glass cell with fused silica
windows and the two beams are overlapped on a beam splitter in front of the cell. The
focal lengths of the focusing lenses are chosen to match the beam diameter w of the free
laser beams to the inner diameter of the waveguide. For ideal coupling conditions (w =
0.32d) more than 95% of the pulse energy of the free laser beam is coupled to the funda-
mental HE11-mode of the waveguide [10]. To measure the change of the UV-absorption
due to the near-IR excitation, the near-IR beam is modulated by an optical chopper.
The relative pulse energy of the UV-beam is measured for every laser pulse before and
behind the sample cell on two photodiodes D1 and D2. The difference of the ratio of the
measured detector voltages UD2/UD1 for pump laser-on minus pump laser-off is calculated
after transfer of the data to the computer to obtain the time dependent UV-absorption
signal.

Molecule Excited vibr. ν̃Pump/cm
−1 ν̃Probe/cm

−1 τ1/ps τ2/ps τ3/ps

CH2Cl- 5830 42’000 ≤ 1.5 16 ± 2 -
CH2ClCCH

-CCH 6560 42’000 - - 70 ± 9

CH2Br- 5880 36’780 2.7 ± 1.0 21 ± 2 -
CH2BrCCH

-CCH 6560 35’700 - - 102 ± 11

CH2I- 5880 29’400 ≤ 1.0 16 ± 5 -
CH2ICCH

-CCH 6560 29’400 6 ± 2 35 ± 9 -

Table 1: Measured relaxation times for the investigated propargyl halides

3.Results and Discussion

The first overtone of the two CH-stretching vibrations of the CH2X-group for the propar-
gyl halides consists of three partly overlapping bands between 5750 - 6050 cm−1 (see
insert on figure 1). Well separated from those bands is the overtone of the acetylenic CH-
stretching vibration around 6550 cm−1. The combination band between the two types of
CH-chromophores, expected around 6200 cm−1, is weaker by nearly one order of magni-
tude and is not considered in our experiments. As the line width of our pump laser is
around 120 cm−1 the different bands of the CH2X-group cannot be excited separately.
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Depending on the molecule under investigation the energy of the probe photons varies
from 29’400 cm−1 for the propargyliodide to 42’000 cm−1 for the chloride.
Two examples for measured decay curves are shown on figures 1 and 2. One decay curve
for the excitation of the CH2-group in CH2BrCCH and another one for the acetylenic
group in CH2ClCCH. The measured decay curves for the different CH-chromphores and
different molecules are summarized in table 1.
Our results show clearly that the different relaxation behavior of the methylenic CH-
group and the acetylenic CH-group, obtained from the analysis of the overtone spectra
of CH3CCH and CF3CCH, is confirmed for CH2BrCCH and CH2ClCCH in our femtosec-
ond pump-probe experiments. For the excitation of the first overtone of the CH2X-group
two different relaxation times could be identified. On fast component around τ1 = 2.5
ps or faster and another process with a relaxation time around τ2 = 20 ps (Fig. 1).
For the excitation of the acetylenic CH-stretching vibration only a much longer relax-
ation time τ3 = 70 - 100 ps could be identified (Fig 2). Our preliminary experiments
on CH2ICCH do not show this expected difference in the relaxation behavior of the two
excited CH-chromophores. For the excitation of the CH2X-group a similar relaxation
process is obtained as for the other two compounds. However, a quite fast relaxation
process with τ1 =6 ps is found for the acetylenic CH-stretching vibration in CH2ICCH,
in addition to a slower process with a relaxation time τ2 � 35 ps. We think that this fast
process could be due to an accidental resonance, as the overtone 2ν1 is found around 6561
cm−1 and the combination vibration 2ν11 + ν7 (CI-stretch) is expected at 6572 cm−1 [16].
An analysis of the overtone spectra is planned in order to unravel the couplings.
Acknowledgment:Our work is supported financially by the ETH Zürich and the Schweiz-
erischer Nationalfonds. We thank Andreas Schneider and Eduard Peyer for very important
technical support.

Figure 1: Measured
decay curve for the
excitation of the
CH2-chromophore
in CH2BrCCH. Two
relaxation times τ1

and τ2 are obtained
from a fit to the
experimental data.
The insert shows the
IR-absorption spectra
together with spectral
intensity distribution
of the pump pulse.
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Figure 2: Measured
decay curve for the
excitation of the
CCH-chromophore
in CH2ClCCH. One
relaxation time τ3

is obtained from a
fit to the experi-
mental data. The
insert shows the IR-
absorption spectra
together with spectral
intensity distribution
of the pump pulse.
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Much of the matter in the Universe exists in the form of stars and planets, however, 

the region between the stars is far from empty. This area is known as the Interstellar 

Medium (ISM) and it contains vast areas of gas and dust grains, called interstellar 

clouds.1 These clouds vary in size, content and density but can placed into three 

different categories: diffuse clouds, HII regions (where atomic hydrogen exists in a 

mainly ionised state) and dark clouds.2 Dark clouds are perhaps the most interesting 

because nearly all the hydrogen present in these regions is in the form of H2. Cosmic 

rays result in the ionisation of the H2, which initiates all of the chemistry in the ISM. 

There is, however, one major problem: how is the H2 formed? The conditions of low 

temperature and pressure prevent the either the H + H gas phase or 3-body reactions 

from occurring, so there must be another reaction pathway to account for the high 

abundance of molecular hydrogen. It is now believed that the formation of H2 in the 

ISM takes place on the surface of dust grains. 

Investigations indicate that the dust grains present in the ISM are comprised of 

dielectric matter such as silicates and carbonaceous materials.1,3-5 There are two main 

reaction pathways that are generally considered for the heterogeneous production of 

H2 on the grain surfaces. These are the Eley-Rideal (ER) mechanism and the 

Langmuir-Hinshelwood (LH) mechanism. In the ER process an adsorbed H atom 

reacts with an atom from the gas phase, after which the newly formed molecule may 

desorb from the surface. In contrast the LH mechanism involves two adsorbed and 

thermalised H atoms which react on the surface and are desorbed as a molecule. 

The experiment, presented in this poster, is designed to probe the ro-vibrational 

excitation of HD formed on an interstellar dust grain analogue.6-8 H and D atoms 

impinge directly onto a Highly Orientated Pyrolytic Graphite (HOPG) surface. The 

HOPG is mounted on a closed-cycle helium cryostat so that it can be cooled to 15 K, 

a temperature comparable to the temperatures of the grains in the ISM. The HD 

molecules which recombinatively desorbed from the surface are detected by state-

selective ionisation using laser induced (2+1) Resonance Enhanced Multiphoton 
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Ionisation (REMPI) via the E, F 1­g
+ electronic state. The HD+ ions produced by the 

REMPI process are detected using a time-of-flight mass spectrometer (TOFMS). Prior 

to recording a spectrum, the HOPG surface is heated to remove any adsorbates and 

then allowed to cool to 15 K. When this process is complete, the laser is scanned over 

the ro-vibrational line of interest. For each vibrational state the REMPI signal is 

normalised for laser power fluctuations and rotational transition strengths to yield the 

relative populations for each J� state detected. These rotational populations are then 

analysed using Boltzmann plots. 

Nascent HD formed on our HOPG surface at 15 K has been detected in the ro-

vibrationally excited states v� = 3 – 7.7 Each of these ro-vibrational levels gave a clear 

signal, where the REMPI events caused a detectable rise in the ion count. Boltzmann 

analysis give the average rotational temperature, these values are shown in Table 1 

below. 

 

Ground state, � 
1�g

+ 

��, J� states 

detected 

Resonant state, 

E,F �1�g
+ 

�� (J� = J� ) 

Rotational 

Temperature 

/K 

�� = 1, J�  = 0 – 4 0 246 ± 24 

�� = 2, J�  = 0 – 4 0 282 ± 31 

�� = 3, J�  = 0 – 6 1 330 ± 26 

�� = 4, J�  = 0 – 6 1 368 ± 22 

�� = 5, J�  = 0 – 6 1 338 ± 20 

�� = 6, J�  = 0 – 4 2 267 ± 55 

�� = 7, J�  = 0 – 3 3 337 ± 102 

Table 1. Average rotational temperatures for all the ro-vibrational states detected following 

the reaction of H and D atoms on a cold HOPG surface. 

 

Previous work from our group included the detection of HD in the vibrational states 

v� = 1 and 2 formed on cold graphite.6 This earlier work has been combined with our 

more recent results to produce a full ro-vibronic distribution for v� = 1 – 7.  Two 

different scaling methods were employed to place the rotational distributions for each 

vibrational level on a common scale.  One methodology simply using the original data 
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scaled with the relevant Franck-Condon factors.  A second approach involved 

deriving scaling factors from a series of rapid consecutive scans over one particular J� 

state from each vibrational level for v� = 3 – 7. Both scaling methodologies indicate 

that v� = 4 is the most populated vibrational state for HD formed on the surface. and 

there is a sharp decrease in population from v� = 4 to v� = 5.  
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The study of adsorption and scattering of H2 by metal surfaces is important to 

understand the microscopic mechanisms behind many catalytic reactions. In recent years, full 

dimensional dynamical calculations based on potential energy surfaces (PES’s) obtained from 

first principles calculations have provided unprecedented insight into those mechanisms for 

the case of both pure metal surfaces [1,2] and alloys surfaces [3]. An exiting challenge will be 

now to attempt to control the reactivity (adsorption and scattering probability) of the surface 

by modifying his electronic and/or geometric structure. A promising way to complete this 

goal could be found in the use of pseudomorphic surfaces [4]. In this work, we propose to 

compute the six-dimensional (6D) potential energy surface for the H2 molecule interacting 

with both 1ML Cu/Ru(0001) and 1 ML Pd/Ru(0001) surfaces. Based on the DFT/GGA 

calculated potential energies, an analytical 6D PES has been determined using the corrugation 

reducing procedure [5]. First results of the PES properties and sticking coefficient as a 

function of the incident energy will be presented at the conference. 
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Abstract:

The existence of DNA adducts bring the danger of carcinogenesis because of 

mispairing with normal DNA bases. 1,N6-ethenoadenine adducts (¯A) and 1,N6-

ethanoadenine adducts (EA) have been considered as DNA adducts to study the 

interaction with thymine, as DNA base. Several different stable conformers for each type 

of adenine adduct with thymine, have been considered with regards to their interactions. 

The differences in its geometrical structure, energetic properties and hydrogen bonding 

strengths have been compared with Watson-Crick adenine-thymine base pair (A-T).1  

Solvation free energies (�Gsolv) calculations for these different stable conformers have 

been achieved by using COSMO model (C-PCM) at B3LYP/6-31+G*, so as to predict 

the association energies for the adenine adducts with thymine. The energetic computed in 

solvent phase has also been compared with those reported earlier in gas phase. The aim of 

this research is to provide fundamental understanding of adenine adduct and thymine 

interaction at molecular level and to aid in future experimental studies towards finding 

the possible cause of DNA damage. 
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*Corresponding Author 
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Magnesium doped helium clusters:
Is the solvation problem solved?
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We present extensive quantum Monte Carlo results for the solvation of magnesium and
calcium atoms in helium clusters with up to 190 atoms based on newly computed accurate
ab initio pair potentials. Magnesium is found to be solvated preferably in a near surface
location but to exhibit a rather diffuse radial distribution. This finding disagrees with
earlier Monte Carlo [1] and DFT calculations [2] and spectroscopic experiments [3] but
supports a recent experiment based on appearance potentials and ionisation mechanisms
[4].

Alkaline earth metal clusters exhibit a rich size dependent electronic structure ranging
from van der Waals type binding of the dimers through molecular electronic levels in small
clusters and metallic binding in large clusters. Growing magnesium clusters inside liquid
helium clusters for spectroscopic studies solves several issues related to the high reactivity
of magnesium [5, 6, 7] but brings along new interesting questions. Atomic transitions
remain observable with significant intensity in multiple atom implantation experiments
and indicate probably incomplete coagulation inside the helium cluster in spite of a Mg-
Mg interaction which should render atomic solvation unlikely. The results presented here
are part of a longer project aiming at the theoretical treatment of this aggregation process
by a combination of state of the art ab initio potentials and an effective potential method
to describe the liquid helium environment [8, 9].

While theory and experiments agree that alkali metal atoms remain on the surface
of helium clusters the delicate balance between the M-He (M=Mg, Ca, Sr, Ba) and the
He-He interaction leaves more room for ambiguities. The spectral shifts of M@Hen have
been interpreted as indicative of solvation for Mg, and of deep dimple situations for Ca,
Sr, and Ba [3, 10]. This interpretation had been confirmed by DFT calculations [2] and
exploratory quantum Monte Carlo calculations [1]. As a first step in our aggregation
dynamics project we chose to study atomic implantation with the best available pair
potentials and accurate quantum simulation. We recomputed the Mg-He potential with
very large basis sets augmented with diffuse and bond functions with the coupled cluster
method with explicit inclusion of triples (CCSDT). Our pair potential largely confirms
the incremental procedure of Hinde [11] and gives a very slightly deeper well. In spite of
this deeper well our diffusion quantum Monte Carlo calculations with up to 190 helium
atoms invariably converge to a ground state structure with a probability distribution
of Mg reaching a peak in a deep dimple below the surface. This state is reached in
a reproducible manner in calculations starting out with Mg on the surface and in the
center of the helium cluster. The radial distribution of magnesium was computed by the
method of descendant weighting and does show a tail reaching all the way to the center
of the cluster for most cluster sizes. This reflects a near indifference of the ground state
energy with respect to the magnesium position which might explain the difference with
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respect to earlier theoretical results. Density functional theory [2] might not be accurate
enough, in particular at small cluster sizes, to resolve such a delicate balance and the
previous quantum Monte Carlo data appear to show some instabilities [1] and used a
less accurate method for the calculation of the distribution functions. Our Monte Carlo
method correctly reproduces the bound state of all Mg@Hen all the way down to n = 1
with perfect agreement with a variational calculation in the latter case.

E
ne

rg
y/

cm
-1

Mg@Hen

Binding energy

Mg@Hen

Total energies

Hen

Mg@Hen

Number of helium atoms Number of helium atoms

Figure 1: Total energy of helium and magnesium doped helium clusters from diffusion
Monte Carlo calculations with our CCSDT Mg-He potential (left) and size dependent
binding energy of magnesium to helium clusters indicating saturation at our largest cluster
sizes (right).

Our present results for the binding energy of Mg@Hen appear to saturate near 23
cm−1, see Fig. 1, but the noticeable statistical error bars for our largest cluster sizes leave
some room for a further increase at even larger sizes. Contour graphs of the helium density
computed by descendant weighting in a cylinder coordinate system are shown in Fig. 2.
The z-axis of the coordinate system is defined as the axis passing through the Mg atom
and the center of mass of the helium atoms. Helium atom positions are binned according
to their z-coordinate and their distance r from this axis with weights representing the
contribution of a given atom configuration to |Ψ0|

2. For both sizes shown (50 and 100
helium atoms) a zone of low helium density is visible on the positive z-axis corresponding
to the position occupied on average by the magnesium atom. The onset of a weak helium
density peak near the magnesium atom is also visible. The core density of helium clusters
in this size range is already very close to the bulk helium value of 0.022 Å−3

The recent electron impact experiments [4] have provided strong arguments in favor
of a deep dimple location of magnesium and agree with our theoretical results. The
incomplete magnesium aggregation observed in the pickup experiments would be very
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Mg@He50

Mg@He100

³He

³He

Figure 2: Helium density contours plots derived from diffusion Monte Carlo calculations
with descendant weighting for Mg@He50 (top) and Mg@He100 (bottom), each exhibiting
a deep dimple occupied by Mg.

mysterious if all implanted magnesium atoms sank immediately to the center of the helium
cluster. A near surface location of Mg atoms, however, would bring in the necessity of
random encounters following diffusion in the surface layer of the helium cluster and might
allow survival of a certain fraction of magnesium atoms for sufficiently long times to be
observed.
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[8] P. Slav́ıček, P. Jungwirth, M. Lewerenz, N. H. Nahler, M. Fárńık, and
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Widely-tunable Fourier-transform-limited terahertz pulses generated via 
optical frequency difference 

J. Liu, H. Schmutz, and F. Merkt

Laboratorium für Physikalische Chemie, ETH Zürich, CH-8093 Zürich, Switzerland 

Fourier-transform-limited terahertz (THz) pulses ( ��  20MHz, peak power up to 10� W)

have been generated using (i) low-temperature-grown (LTG) GaAs spiral photomixers
[1]

(� up to 3THz), and (ii) crystals of the highly nonlinear organic salt 4-N,N-dimethylamino-4’-

N’-methyl stilbazolium tosylate (DAST
[2]

, � up to 30THz). In both experiments two narrow-

bandwidth ( ��  1MHz) Ti:Sa laser beams (! ~800nm) with a well-controlled frequency 

difference were amplified in the same Nd:YAG pumped Ti:Sa crystal and used as optical 

sources to pump the THz emitters. The main limitation is the thermal damage threshold for (i)

and the phase mismatching condition for (ii). Other types of photomixers and crystals can be 

used to increase the maximum THz pulse energy. This widely-tunable narrow-bandwidth THz 

source is suited to various spectroscopic applications, especially to the studies of clusters 

when combined with mass-selective laser photoionization. 

Fig. 1. Experimental setup of the THz generation experiment. AOM: acoustic-optic modulator, BS:

beam splitter, OF: optical fiber.

[1] E. Peytavit et. al., Appl. Phys. Lett. 81, 1174 (2002)

[2] A. Schneider et al., J. Opt. Soc. Am. B 23, 1822 (2006)
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Rydberg States of Na-doped helium nanodroplets 

E. Loginov and M. Drabbels

Laboratoire de chimie physique moléculaire, Ecole Polytechique Fédérale de Lausanne, 

Lausanne, Switzerland

The dynamics of excited states of Na atoms deposited on the surface of helium nanodroplets 

has been investigated with velocity map ion imaging, photoelectron spectroscopy, time-of-

flight mass-spectroscopy and mass-analyzed threshold ionization. For the first time the 

excitation spectra of Na-doped helium nanodroplets corresponding to Rydberg states of Na 

atoms have been measured from the lowest excited 3p state upto the ionization threshold, see 

Fig.1. All lines in the excitation spectra are shifted and broadened with respect to atomic 

lines. The observation of transitions to ns- and nd-states shows that the atomic selection rules 

are broken due to the non-spherical symmetry of “Na-helium nanodroplet“ complexes. 

Figure 1 One-photon excitation spectrum of Na atoms on the surface of helium nanodroplets 

with <r> = 41 Å recorded by monitoring bare sodium atoms desorbed after the excitation step. 

The intensities are all normalized to unity.  

Bare Na* atoms as well as Na*Hen (n = 1-6) exciplexes, desorbed from the surface of helium 

nanoclusters, were detected upon excitation. The photoelectron spectroscopy of products 

revealed the desorption of Na* not only in the initially excited states but also in lower lying 

states indicating that relaxation plays an important role. The recorded velocity distributions 

show interesting characteristics: for the lowest states the mean kinetic energy of Na* 

increases linearly with excitation energy, while the angular anisotropy parameter rises 

monotonically with excitation frequency. The velocity distributions of Na*Hen exciplexes do 
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not manifest such remarkable properties. The tentative explanation of the observed features is 

based on the approximation that the “Na*-helium nanodroplet“ potentials can be described by 

the sum of Na*-He pair potentials over the helium atoms constituting the nanodroplet. The 

shapes and the shifts of the transtitions to low excited states of Na obtained within this model 

are in a good agreement with experimental observations. The relaxation of highly excited 

fragments to lower states can be explained by curve crossings of the overall “Na*-helium 

nanodroplet” potentials. The velocity distributions of desorbed Na* can be qualitatively 

interpreted by the overall interaction potentials of sodium with helium nanodroplet. In 

contrast, the Na*He exciplex formation on the surface of nanodroplets appears to be mainly 

governed by the Na*-He pair potentials. 
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Water Clusters Impact on Silicon Surface 
 

U. Even and K. Luria    

School of Chemistry, Raymond and Beverly Sackler Faculty of Exact Sciences
Tel Aviv University 69978 Tel Aviv, Israel

 

We study the impact of mass selected, protonated water clusters of well defined energy 

(�E~2eV, fig. 1), with a silicon surface. We could identify the energy region where only 

charge neutralization takes place and energy region where charge fragments appear. The 

quantum yield for charged fragmentation 

was measured and proved to depend 

strongly on the parent mass. 

 

A Time of Flight, constant momentum mass 

spectrometer (CM-MS) with high energy 

resolution (0.2%) was developed for this 

experiment. It combines enough mass 

resolution (for clusters of up to 100 units) 

and energy resolution for our experiment. It 

is composed of three stages of constant and 

uniform fields created by resistive tubes and 

pulsed for duration shorter than the flight 

time. 

We examined the impact of mass selected 

protonated water cluster with Silicon surface 

at various collision energies. Charged 

fragments from the parent cluster were 

detected as a function of the (well defined) impact energy. The charged fragments appear only 

above certain impact energy
 (3,4)

 (fig. 3); their yield grows to a maximum and than decline. 

The mass of the fragments are much smaller than that of the parent impacting cluster pointing 

to shattering
 (1,2)

. Total fragmentation yield was found to be strongly dependent of the parent 

size. The results show that chemistry under extreme conditions can be studied for the brief 

interval (100 fs) during the collision. 

fig. 1: zero point was set to the energy at 
which the intenity is half max. Energy width
is 1.78 Volts.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

fig. 3: fragments appear above a certain energyfig. 2: linear relation between impact energy needed
for a certain fragment and the cluster size.
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State Resolved Spectroscopy of Very High Vibrational Levels of Water 

Maxim Grechko, Pavlo Maksyutenko, Thomas R. Rizzo, Oleg V. Boyarkin 

Ecole Polytechnique Fédérale de Lausanne 

LCPM, ISIC, EPFL, Station-6, Lausanne, CH-1015, Switzerland

Water is an important atmospheric molecule. It is involved in different photochemical 

processes and is responsible for the main fraction of solar radiation absorption. Modelling of 

these processes requires knowledge of rotational-vibrational energy levels of water in the 

electronic ground state with high precision and up to its dissociation limit. We use double and 

triple resonance laser spectroscopic schemes to access very high vibrational states of water 

molecules from single rotational-vibrational states. We also demonstrate the potential of 

collisionally-assisted double resonance spectroscopy to increase the number of detected states 

in a single scan. Here we report on results that provide accurate positions of some 

rovibrational levels below and just above the dissociation limit. 
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Dynamics in the hydrogen bonded systems (HF)2 and HF·DF
studied by means of cw-CRD spectroscopy

Carine Manca and Martin Quack
Laboratorium für Physikalische Chemie, ETH Zürich, CH-8093 Zürich, Switzerland

Abstract

We have improved our setup for cw-laser cavity ring-down spectroscopy of pulsed super-
sonic jet samples. We report high resolution spectroscopy of the dimer (HF)2 and its
isotopomer HF·DF in the region of the (HF)-stretching overtone near 7710 cm−1 corre-
sponding to two quanta of excitation of the ”free” HF.

1.Introduction

The HF dimer is among the simplest hydrogen bonded molecules. It has been frequently
used as prototype system to understand hydrogen bond dynamics. In particular, much
experimental work has been devoted to the characterization of the HF-stretching funda-
mental and overtone spectra of (HF)2 and its isotopomers. High resolution spectroscopy
is a powerful tool [1] for the study of dynamical properties in (HF)2 like the hydrogen
bond switching (1) and the vibrational predissociation (2) of the dimer (see for example
references [2-13]):

The mode selectivity of these processes has been highlighted repeatedly [3, 4, 6, 8, 9, 12,
13]. Experiments using jet cooling seem necessary since they allow a cold, collision-free
environment, reducing the Doppler width and therefore allowing to reach the Lorentzian
profile with the best available accuracy. This technique combined with continuous-wave
cavity ring-down spectroscopy (cw-CRDS) which offers a very high sensitivity and high
resolution represents an obvious interesting coupling. It has been successfully developed
in our group [14, 15, 16] and was used to measure and analyze the N=2 triad of the HF
dimer involving excitations with two quanta of HF stretching [13].
In this paper, we report the first and preliminary slit jet-CRDS measurements on the
N = 2 triad of HF·DF isotopomer which we briefly compare with those recorded in our
group using high resolution FTIR and diode laser supersonic jet absorption spectroscopy
[12].
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2.Experimental

The pulsed slit jet cw-CRDS setup has been described previously [14, 15, 16]. Briefly, a
tunable external cavity InGaAsP laser diode (Radians Innova) emits a beam of a few mW
between 7465 and 8025 cm−1 in single-frequency mode. It is coupled into the ring-down
cavity to the TEM00 cavity mode. The cavity consists of two concave mirrors (Newport)
of high reflectivity (R ≥ 99, 97%) separated by 32.5 cm. The transmitted decaying light
intensity after the cavity is detected by a fast InGaAs photodiode (NewFocus, 125 MHz).
The cavity is mounted in a vacuum chamber pumped by an oil diffusion pump backed by
a roots and a mechanical pumps. The residual vacuum in the cavity is few 10−7 mbar.
A 33 mm × 100 μm slit of a pulsed solenoid valve is aligned along the spatial axis of the
cavity. The laser probes the expansion 5 mm downstream from the nozzle. The stainless
steel home-built pulsed valve produces gas pulses of about 1.3 ms duration with a backing
pressure of 400 mbar and a nozzle repetition rate of 5 to 10 Hz; Under such conditions
the pressure in the cavity during a measurement is maintained below 10−3 mbar.
The HF·DF dimer was obtained by thermal decomposition of KDF2, synthesized from
KHF2 and D2O by recrystallization [17]. A probe infrared spectrum of the gas phase
obtained after the thermal decomposition indicates that we get a DF:HF ratio of ∼1:1.
Our gas mixture for the jet expansion is composed of 4% of the obtained DF:HF, 9% of
N2O (which favors the dimer formation), Ar being the carrier gas.

3.Results and discussion

The N = 2 triad of (HF)2 consists of the 21 level, approximately two quanta of excitation
in the H-bonded HF, the 22 level, approximately two quanta in the non-bonded HF
unit, and the 23 level, with one quantum each in the bonded and free HF, in order of
increasing energy. Since the first measurements of the N=2 triad of (HF)2 in our group
using cw-CRDS [13], the experimental setup has been rebuilt. A considerable effort has
been devoted to optimizing the pulsed valve and therefore the supersonic beam expansion
conditions. The Nj=22 subband of the HF dimer has been remeasured to check the
efficiency of the setup and get an estimation of the beam optimization. Figure 1 shows the
experimental spectrum and the simulation for 26 rotational lines of the Nj =22 subband.
Our results agree with previous work [8, 9, 12, 13].
Under our jet expansion conditions, a Voigt profile, i. e., a convolution between a Gaussian
and a Lorentzian profile, is well suited to reproduce the profile of the rotational lines [13].
The contribution to the line width due to collisions, spontaneous emission and intramole-
cular vibrational redistribution are negligible; the Gaussian and Lorentzian contributions
from the Voigt fit are due to a reduced Doppler effect and predissociation lifetime of
the HF dimer, respectively. The determination of the two components has revealed to
be a delicate matter since they are highly correlated and we used here the same proce-
dure as described in reference [13]. The lines of the simulation in Fig. 1 are obtained
with a Gaussian width of 0.005 cm−1 (150 MHz), which corresponds to a translational
temperature of 32.8(1) K. The translational temperature obtained with this setup from
previous measurements was 44.8(43)K which supports our optimization of the beam ex-
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Figure 1: Q-branch region of the Ka = 1 ← 0 transition of the Nj = 22 of (HF)2. Lower
part: experimental CRD spectrum. Upper part: Simulation with a rotational temperature
of 28.3 K. The J value of the 26 lines used for the fit is indicated. For previous results,
see ref. [7, 9, 12, 13]

pansion conditions. Getting a smaller Gaussian contribution to the global width may help
to determine long predissociation lifetimes in future measurements. Here we obtained a
mean Lorentzian width which leads to a mean predissociation lifetime of 1.47(26) ns in
agreement with previous results [9, 13]. From the line intensity distribution, we get a
rotational temperature of 28.3(29) K, similar to previous results (25.9(4)K) [13].
The measurements for the HF·DF isotopomer are expected to be more difficult because
of the lower absolute concentration of the species due to the formation of four different
dimers( (HF)2, (DF)2, HF·DF, and DF·HF). Figure 2 shows our first measurements of
the relevant subband of the HF·DF dimer using the pulsed jet-CRDS setup. The signal
to noise ratio is significantly improved in the present work. Our preliminary results do
not indicate a clear evidence of the presence of (HF)2. Further measurements will help
us to optimize the conditions for the HF·DF dimer formation and the overlap between
the jet and the diode laser. The position of the measured lines is in agreement with the
measurements already performed in our group [12] and their assignment is indicated in
Fig. 2 according to reference [12]. The line intensities seem to indicate a lower rotational
temperature with our setup than in ref [12]. Further measurements will also allow us to
estimate the predissociation lifetime for this isotopomer and get a better understanding in
the dynamics of the HF dimer. Also a new data acquisition system which we are building
at the present time might help us to increase the signal to noise ratio and detect even
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weaker absorptions like combinations with low frequency modes.

Figure 2: Q-branch region of the Ka = 1 ← 0 transition of the Nj = 23 of HF·DF from
the cw-CRD slit-jet experiment. The assignment follows [12].
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Towards molecule interference with biomolecules and biomolecular clusters  

Markus Marksteiner, Philipp Haslinger, Hendrik Ulbricht and Markus Arndt
 

Faculty of Physics, University of Vienna, Boltzmanngasse 5, A – 1090 Wien, Austria 

 

 

We describe new methods for manipulating biomolecules with the main goal of using them in 

matter wave interference experiments. While earlier successful interference studies with 

fullerenes and fullerene derivates exploited a thermal source [1], we now built a new source to 

produce a beam of cold neutral biomolecules which has been tested for amino acids, amino acid 

clusters and polypeptides [2]. The source is driven by laser desorption followed by cooling in a 

mixing channel and supersonic expansion. The detection of the neutral molecules is done via 

single photon ionization using a VUV excimer laser (157nm).  

The new source allows us for the first time to study neutral beams of large gas borne free 

tryptophan complexes composed of up to 30 amino acids and masses up to 6000 amu, when a 

metal atom like calcium, strontium, barium or copper is participating in the desorption process.  

We propose to exploit the combination of matter wave interference and Stark deflectometry to 

measure and characterize the internal properties of the molecules through their electric 

susceptibility [3]. 
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Isolated multiply charged anions (MCAs) not only represent an important class of 
biological ions (such as proteins, oligonucleotides, peptides) which are commonly observed in 
gas-phase during mass spectroscopic analysis, but in the last years, they have become an 
emerging field of their own, due to their novel potential surfaces (repulsive Coulomb barriers-
RCBs) and the interesting phenomena they display upon decay via electron detachment and/or 
ionic fragmentation. 

A considerable interest of several groups has been devoted to investigate the 
temperature dependence of the decay rates and the decay activation energies of trapped 
multiply charged ions by performing kinetic decay measurements at room and high 
temperatures (T=293-500K). Among some of the interesting results, that came up from these 
measurements, is that blackbody radiation induced processes play a significant role on the 
temperature dependent decay even when the process is not an over the barrier mechanism1 (i.e 
electron loss through tunnelling). In order to investigate in a more profound way the 
metastability of MCAs against electron loss and also to be able to extract accurate information 
about the activation energies of weakly bound large complexes that dissociate rapidly at room 
temperature, the need to perform similar kinetic measurements in low trap temperatures has 
come up just recently.  

In this work, we present temperature dependent kinetic decay measurements that have 
been performed in a newly constructed Infinity ICR cell, which can be operated within the 
temperature range 100-500K. All the experiments are performed under UHV (i.e. collision 
free) conditions, so any recordable decay of the corresponding MCA is associated only with 
the absorption or emission of blackbody radiation. As a follow up of previous experiments1,2,
we study the decay mechanism of the small dianion PtCl4

2– as function of its internal energy 
(temperature). The particular interest in this dianion is that it exhibits negative electron 
affinity which is an important prerequisite for metastable MCAs to decay through tunnelling 
emission and it decays spontaneously only via electron detachment. These observations, in 
combination with the fact that it is the smallest experimentally observed dianion so far, makes 
it a model system for understanding, in a more profound way, the electron autodetachment 
decay mechanism of MCAs. The first recorded measurements on PtCl4

2–, in a low 
temperature regime T<293K, using the new cell, show that the trapped dianions reach the 
temperature of the cell via blackbody radiation and that the tunnelling emission decay rates of 
the ions reduce as the temperature of the cell is reduced.  

Similar kinetic measurements will be presented for the oligonucleotide dA5
4– (a single-

stranded oligonucleotide consisting of five adenosine units, joined by four phosphate groups). 
The main goal is to investigate if in the high temperature regime T>293K, this multiply 
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charged oligonucleotide decays via BIRD processes or through electron loss. These 
experiments aim to shed more light in the differences between the two decay pathways of 
MCAs (ionic fragmentation v.s. electron loss), since even though dA5

4– has a negative fourth 
electron affinity3, there is strong indication (through IR-multiphoton dissociation studies 
performed in our group4) that vibrational excitation in the ground electronic state leads 
exclusively to ionic fragmentation.  

[1] M. N. Blom, O. Hampe, S. Gilb, P. Weis, M. M. Kappes, J. Chem. Phys., 115, 3690 (2001)  
[2] P. Weis, O. Hampe, S. Gilb, M. M. Kappes, Chem. Phys. Lett., 321, 426 (2000) 
[3] J. M. Weber, I. N. Ioffe, K. M. Berndt, D. Löffler, J. Friedrich, O. T. Ehrler, A. S. Danell, J. H. 

Parks, M. M. Kappes, J. Am. Chem. Soc., 126, 8585 (2004) 
[4] M. Neumaier, I. N. Ioffe, J. Lemaire, P. Maître, G. Niedner-Schatteburg, M. M. Kappes, and O. 

Hampe, in prep. (2007) 
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Introduction

Nitroorganic compounds are molecules with a significant potential for industrial use, 
particularly as explosives or propellant. The interaction of electrons with these molecules, in 
particular electron attachment, plays an important role in understanding the reactivity of these 
compounds. Among the nitro compounds, explosives such as trinitrotoluene form a group of 
chemicals of considerable interest for environmental and analytical chemistry [1]. Moreover 
the detection of explosives is a topic of increasing interest [2].
Nitro compounds contain one or more nitro (NO2) functional groups; thus they possess very 
pronounced electron-acceptor properties due to the low energy of the lowest unoccupied (π*) 
orbital of the NO2 group. Therefore, the interaction between low-energy electrons with nitro 
derivates was a subject of many studies [3,4,5,6]. Havey et al. [7] demonstrated by measuring 
the NO2

- resonance energies for 25 different nitro aromatic compounds including several 
isomeric species that it is possible to distinguish structural isomers of nitro compounds.

Experimental setup 

The apparatus used for the measurements is a crossed electron/molecule beams-instrument 
consisting of a neutral molecular beam source, hemispherical electron monochromator and a 
quadrupole mass spectrometer [8]. As a molecular beam source we use a Knudsen type oven.
Through a capillary with the diameter of 1 mm the gaseous molecules effuse directly into the 
collision chamber of the hemispherical electron monochromator, where the interaction with 
the monochromatized electron beam occurs. Negative ions formed are extracted into a 
quadrupole mass spectrometer. The mass selected anions are finally detected by a channel
electron multiplier. 

Results and discussion

In our experiments with explosives, we observed for all explosives measured so far the two 
opposite reactions
A + e– → (A-NO2)– + NO2 (1)
and
A + e– → (A-NO2) + NO2

–, (2)
respectively.
Here we present the differences in the resonance energies for the reaction 2 (formation of
NO2

–), for two explosives, namely trinitrotoluene (TNT) and pentaerythritol tetranitrate
(PETN), figure 1. In this graph a clear difference in the ratio of the 0 eV peak to the 
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resonances at higher electron energies can be seen. Additionally the high-energy part of the 
anion efficiency curve for PETN is normalized to the curve of TNT at the resonance close to 
6 eV, for better comparison.
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Furthermore, the same reaction process, i.e., NO2
– formation is compared for TNT and musk 

xylene and musk ketone. The latter two molecules have a similar structure as TNT, but they 
exhibit no explosives character. Both ingredients are commonly used in perfumes. Finally we 
demonstrate that dissociative electron attachment is a powerful tool to distinguish between 
isomeric forms of various nitroaromatic compounds, such as dinitrobenzene and nitrotoluene
(DNB) [9,10].
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12C6HD5 and of 13C12C5HD5 measured by the ISOS method 
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Abstract
We report the spectrum and the vibrational analysis of the fundamental and first overtone of 
the CH-stretching vibration of rotationally cooled pentadeuterated benzene 12C6HD5 and 
several isotope-isomers of 13C12C5HD5 measured by isotope selective overtone spectroscopy 
(ISOS). Using the results from ab initio calculations and earlier vibrational assignments, 
based on symmetry considerations and rules for isotopic substitution [1-3], the spectral 
positions of some of the combination bands in the measured spectral ranges have been 
identified. 13C substituted C6HD5 has 4 different isotope-isomers, defined by the position of 
the 13C atom relatively to the CH-bond. Ab initio calculations and experimental results show 
that only the isomer with the 13CH-chromophore shows a significant frequency shift of about 
22.1 cm-1 for the overtone of the CH-stretching vibration, relatively to the other isomers.  

1. Introduction 
Because of its high symmetry and special electronic structure benzene has been studied for 
many years, experimentally and theoretically [1-4]. The analysis of high resolution overtone 
spectra can provide insight into the intramolecular vibrational energy redistribution (IVR) in 
benzene and its deuterated species [4-11]. The analysis of the IR-spectra and the 
determination of vibrational couplings can be considered as complementary to time resolved 
methods which provide a direct observation of the IVR processes [12, 13]. The present 
investigation is based on earlier ISOS experiments [14] where the shift of the first overtone of 
the CH-stretching vibration in 13CC5H6 relative to C6H6 was investigated. To reduce the 
number of strongly coupled states and to simplify the spectrum we have chosen the 
pentadeuterated benzene C6HD5. It has a lower C2v-symmetry as compared to the D6h-
symmetry for C6H6 and only one “localized” CH-stretching vibration. Measurements of 13C-
isotope shifts are also useful for the determination of an accurate force-field for benzene. It is 
also interesting to study the effect of the changes in mass and in part reduced symmetry in 
13C12C5HD5 on IVR, as the shift of vibrational states in 13C12C5HD5 relative to the ones in 
12C6HD5 will affect Fermi and other anharmonic resonances. We present the spectra of the 
fundamental and first overtone of the CH-stretching vibration of rotationally cooled C6HD5
and the isotope-isomers of 13C12C5HD5, measured by the method of isotope selective overtone 
spectroscopy (ISOS). 

2. Experimental setup [14] 
To measure the NIR spectra we used infrared excitation combined with detection by the 
REMPI method with the advantage of isotope selectivity provided by a time-of-flight mass-
spectrometer (TOF, Kaesdorf, Munich). The mass resolution of the ion spectra allowed us to 
separate isotope substituted ions from the main ion species. The third harmonic of an injection 
seeded, pulsed Nd:YAG laser (Spectra-Physics PRO 270-10, 10Hz repetition rate, 7 ns pulse 
length) pumps a dye laser (Lambda Physics SCANMATE OPPO) combined with a two step 
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optical parametric amplifier (OPA). The first OPA stage was used for the excitation of the 
first overtone of the CH-stretching vibration around 6000 cm-1, the second OPA was used for 
the excitation of the fundamental of the CH-stretching vibrations around 3000 cm-1 with a 
laser linewidth of about 0.15 cm-1 in both spectral regions. The ionization of the benzene 
molecules was accomplished with UV light pulses from a frequency doubled dye laser 
(Lumonics Hyperdye-500), pumped by the third harmonic of the same Nd:YAG laser. The 
UV laser linewidth was about 0.4-0.7 cm-1. Both laser beams (IR and UV) were focused by    
f = 30 cm lenses and overlapped in the vacuum chamber of the TOF mass-spectrometer from 
opposite directions in the center of a skimmed molecular beam, perpendicular to its direction 
of propagation. The rotational temperature of the benzene molecules in the molecular beam 
was estimated from the rotational band envelope to be about 3-5 K. After vibrational 
excitation the molecules are ionized in a two photon absorption process by the UV light, 
through a vibronic level in the S1 electronic state of the molecule as an intermediate level. The 
ions of the different isotopomers are separated in the TOF and detected by a multichannel 
plate (MCP). The absorbance of the molecules during the scanning of the NIR (IR) 
wavelength is monitored by the change of the ion yield of the REMPI process. The NIR (IR) 
spectra were calibrated by methane absorption lines, measured in a photoacoustic cell in 
parallel.

3. Results and Discussion 
The molecular beam spectrum of the CH-stretching fundamental for C6HD5 is presented in 
fig. 1. The width of the fundamental band is narrowed from 20 cm-1 at room temperature to 
~2.4 cm-1 in the molecular beam with a rotational temperature of T " 3 K. From the cold 
spectra the center of the CH stretching band is determined at 3061.6 ± 0.2 cm-1. The spectra 
do not show additional intense peaks. To see the weak absorption lines we extended the 
intensity scale by a factor of 60 as shown in fig.1. At least 9 weak bands are observed in the 
range from 2850 to 3200cm-1. For the assignment of the bands symmetry rules for 
intramolecular coupling would suggest to consider only combination bands with A1-
symmetry. We estimated 21 different vibrational frequencies with A1-symmetry in the 
measured range around 3000 cm-1 including only excitation with 2 quanta. But for weak 
absorption bands all symmetries have to be considered. The total number of “two quanta” 
states of A1- B1- B2- symmetry is about 60. According to [2, 3], the peak at 2953.1cm-1 can be 
assigned to �13b+�16a  (2950 cm-1, Herzberg notation) with B1-symmetry (B1) because of the 
B-type structure of the band shape of the room temperature spectrum. The weaker band at 
2963.3cm-1 fits well with the estimated position of �13b+�16b (2968cm-1, A1). The combination 
band �12b + �18b (2873 cm-1, A1) is a good candidate for a band centered at 2867.5 cm-1 having 
the same symmetry according to the low resolution absorption spectrum taken at room 
temperature. Nevertheless the combinations �5+�18a (2863 cm-1, A1) and �#$b+�18a (2863 cm-1,
B1) and �5+�18b (2873 cm-1, B1) have to be taken in consideration too. The absorption band at 
3141.5 cm-1 fits well with the positions of 2�16b (3152 cm-1, A1), as well as the combination 
�12a+�14b expected at 3141 cm-1(B1). For the bands around 3100 cm-1 we have to consider the 
4 closest two quanta combinations: �10+�12b (3107cm-1, A1), �12b+�14a (3102cm-1, B1),
�%+�14a (3102cm-1, A1), �14b+�15a (3107cm-1, B1).
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The spectrum of the first overtone of the CH-stretching vibration for C6HD5 is presented in 
fig.2. The main band responsible for the first overtone of the CH-stretching vibration is 
centered at 5975 cm-1 and has a width of about 35cm-1 at room temperature. At a rotational 
temperature T " 3 K it is split into two peaks: one at 5973±0.2 cm-1 with a width of about 6 
cm-1 and one at 5982.9±0.2 cm-1 with an intensity of about 60% of the intensity of the main 
peak. Together with the band at 6049 cm-1 (about 50% of intensity of the main peak) these 
three bands form a triad resulting presumably from strongly coupled states. The weak band at 
5847.5 cm-1 in the room temperature spectra is resolved into three bands at 5841, 5850.3 and 
5859.1 cm-1 in the molecular beam spectrum. There are also a number of additional weak 
bands in the spectrum.  
To find possible candidates for the assignment we might consider the “3 quantum 

combinations bands” with an excitation energy in the measured spectral range from 5750 to 
6100 cm-1. There are 11 such states of A1-symmetry with one quantum of CH-stretching in 
the range of the measurement. The main candidates for the assignment are �1+2�16b (5946cm-

1) for one of the bands (5841, 5850.3 and 5859.1 cm-1),&�1+�13b+�16b (5968cm-1) and 
�1+�13a+�16a  (6024 cm-1) for the bands at 5982.9 cm-1 and 6049 cm-1 respectively.
There are 4 distinguishable isotope-isomers of C6HD5 with one 13C atom and all of them have 
to be present in the spectrum of the natural mixture. The only isomer that is expected to have 
a noticeable CH-stretching shift with respect to the others is the one with the 13CH 
chromophore and the rough overall spectrum without resonances would consist of two bands 
with an expected intensity ratio of approximately 1:5. The relative isotopic shift of all 13C
substituted isomers of pentadeuterated benzene can be estimated using quantum chemical 
calculations. The harmonic frequencies for C6HD5 and all its isotope-isomers with one 13C
were calculated with ab initio methods with full optimization at the MP2/aug-cc-pVTZ basis 
set using Møller-Plesset perturbation theory [15]. The calculations show that only one 
harmonic frequency is shifted significantly: the frequency of the isomer with the 13CH
chromophore. It has an isotope shift of about –10.2 cm-1 relatively to the other isomers for the 
fundamental vibration and a frequency shift of around -20 cm-1 may be expected for the first 
overtone, neglecting the influence of vibrational couplings. The overtone spectrum of C6HD5
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substituted with one 13C atom (fig. 2) is presented together with the spectrum of 12C6HD5. If 
we assume that the intensity of the transitions is given by the relative abundance of the 
isomers we can identify the two relevant peaks in the spectra: the main peak at 5970.5 cm-1 

and one at 5948.2 cm-1(**), separated by 22.3 cm-1. The third peak at 5960.2 cm-1(*) may 
correspond to the strongly shifted coupled state which is found for C6D5H at 5982.9 cm-1.
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Photoionisation of compound clusters formed in helium nanodroplets 
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Helium nanodroplets offer the opportunity to explore chemical reactivity at very low 
temperatures [1]. In particular, helium droplets are the ideal medium for studying the 
ultracold chemistry of metal clusters [2]. In this contribution we present a systematic study of 
the stability of compound clusters formed in helium nanodroplets out of alkali metal clusters 
and water, ammonia and iodine clusters. High-resolution mass spectra are recorded using both 
femtosecond photoionisation (PI) as well as electron impact ionization. Characteristic stability 
patterns are identified and the role of the helium droplet environment on the product 
distributions is discussed. As an example, the full mass spectrum of photoionized cesium-
water product clusters is depicted in Fig. 1a. Fig. 1b shows a detailed view of the various 
combinations of Cs5 and O, OH, H2O molecules. By recording multi-photon PI spectra at 
fixed AN cluster masses (A stands for an alkali atom) we can distinguish between reactive 
processes of the neutral clusters at 0.4 K and ionic reactions occurring after ionisation of the 
alkali cluster component. Moreover, information about the amount of fragmentation into 
smaller cluster fragments is obtained from PI spectra. These studies pave the way to time-
resolved reaction dynamics at very low temperatures.  

a) b)

Fig.1: a) Mass spectrum of photoionized cesium-water compound clusters formed in helium 
nanodroplets; b) Detailed view of the mass range close to the mass of Cs5.

[1] J.P. Toennies and A. T. Vilesov, Angewandte Chemie 43, 2622 (2004)  
[2] Tiggesbäumker J., Stienkemeier F., PCCP 9 (34), 4748-4770 (2007).
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Ever since their discovery in 1962 [1], rare-gas compounds constitute a challenging area of 
research. In addition to their fundamental relevance for understanding the concepts of 
bonding, rare-gas compounds show several interesting properties for a variety of applications 
(e.g. in laser and plasma processes, chemical etching etc.). 

From only few examples in the beginning, meanwhile hundreds of rare-gas compounds have 
been synthesized [2], making use of strong oxidizing agents (e.g. F2). For this reason, most 
rare-gas compounds known so far have bonds to the most electronegative elements (F, O and 
derivatives thereof). For the heavier rare gases xenon and krypton, however, also compounds 
with a variety of other elements are known, including those with covalent bonds to C atoms, 
e.g. C6F5Xe+ salts [3], KrCH3

+ ions observed in mass-spectrometric experiments [4] and 
HKrCN synthesized in low-temperature matrices [5]. 

A particularly interesting class of compounds of recent synthesis are organo-noble gas 
molecules prepared from acetylene, diacetylene and benzene such as HXeCCH [6-8], HXeCC 
[7], HXeCCXeH [7], HKrCCH [9], HXeC4H [10], HKrC4H [10] and HXeC6H5 [11]. 
HXeCCH was first predicted computationally by Lundell along with other large organic 
molecules such as Xe insertion compounds of benzene and phenol [12], and quite recently 
Sheng and Gerber proposed various carbon chain oligomers containing rare gas atoms [13, 
14].  

In the past we have discovered several new ion-molecule reactions which lead to the 
formation of hitherto unknown rare-gas compound such as the argon-nitride cation ArN+ 

starting from the two symmetric charge-state reactants Ar+ + N2 and N2
+ + Ar [15]. We have 

also shown that the reaction of Ar2+ dications with N2 and O2 molecules can be used to 
generate the argon-nitride dication ArN2+ [16] and the argon-oxide ions ArO+ and ArO2+ [17] 
respectively. Of particular interest was the production of argon-carbide dications ArC2+ either 
in the endothermic reaction of argon with CO2+ [18] and in the reaction of Ar2+ dications with 
CO [19]. 

In this communication we present results on the synthesis of new carbon-containing rare gas 
ions via bimolecular reactions of rare gas atoms with mass selected organic dications in a 
tandem mass spectrometer equipped with radiofrequency octopole for guiding and trapping of 
ionic products. Theoretical calculations of stability and structures of the organo-rare gas 
cations fully support the experimental findings.  
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Abstract

We report new data on the infrared spectrum of 13CH4 in the range 0–3200 cm−1

at very high resolution as well as a preliminary analysis.

1 Introduction

There has been renewed interest in the spectroscopy of methane and its isotopomers be-
cause of new developments in high resolution spectroscopy. We may mention as examples
the studies of intramolecular vibrational redistribution [1, 2] or nuclear spin symmetry
conservation in supersonic jet expansions [3, 4]. Also pulsed supersonic jet spectrome-
try using a newly developed high resolution cw-laser cavity ring down spectrometer has
been recently applied to methane overtone spectroscopy [4, 5]. Furthermore, methane, a
relatively abundant constituent of planetary atmospheres, has recently been observed in
detail on one of the Cassini/Huygens’ space mission primary targets — Titan [6]. Saturn’s
largest moon shows several strong CH4 absorption regions. Even though 13CH4 is much
less abundant it is well observed on Titan and other planetary and interstellar objects.
The ratio 13C/

12C is important since it sheds light on the formation process of methane
and consequently allows conclusions about its origin. Recent work on constructing ac-
curate potential hypersurfaces for polyatomic molecules using the methane molecule as
an important prototype [7–9] gave new motivation for reinvestigating the spectrum of
methane. The aims of the present work situate themselves in the realm of these new de-
velopments. As a part of our ongoing project to investigate the low temperature spectra
of methane we have recorded new infrared spectra of methane and its isotopomers. 12CH4

[10], 12CH3D [11], 12CH2D2 [12], 12CHD3 [11], 13CH4 [13] and 12CD4 [14].

2 Experimental Details

The measurements have been carried out using the Zürich prototype Bruker 125 spec-
trometer (ZP 2001) [15] combined with an enclosive cooling cell [16, 17], which provides
a very powerful FTIR system. Complex infrared spectra can be simplified by cooling the
sample gas. Hot bands appear attenuated and complex polyad patterns may be more
easily analyzed. The widths of the rotation-vibration bands decrease approximately pro-
portionally with temperature. In addition, the Doppler width of a single spectral line of
the molecules roughly narrows with the square root of the temperature cf. Figure 1.
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3 Results and Discussion

Like all XY4 tetrahedral molecules, methane has four normal modes of vibration. They
can be labeled by irreducible representations of the Td point group, according to the
symmetry of the associated normal coordinates. We have thus: ν1(A1), ν3(F2) (stretching
modes), ν2(E) and ν4(F2) (bending modes). ν1(A1) is a non-degenerate oscillator, while
ν2(E) is doubly degenerate and ν3(F2) and ν4(F2) are triply degenerate. The fundamental
frequencies exhibit a simple approximate relation: ν1(A1) � ν3(F2) � 2ν2(E) � 2ν4(F2).
This leads to a well-defined polyad structure with each polyad Pn defined by the integer
n = 2 (v1 + v3) + v2 + v4. Then each set of (v1, v2, v3, v4), where the vi = 0, 1, 2, . . . (i = 1
to 4) are the vibrational quantum numbers, defines a vibrational level that belongs to a
unique polyad Pn. Figure 1 shows schematically the first five polyads of 13CH4.
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P2 ← P2/P1: n/a
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P3: Octad (8 levels)
P3 ← P3/P2/P1: n/a
P3 ← P0: spectra at 78 K

P4: Tetradecad (14 levels)
P4 ← P4/P3/P2/P1: n/a
P4 ← P0: spectra at 78 K

Figure 1: The polyad scheme of 13CH4. The vibrational levels on the left are positioned

according to their stretching and bending character. Wavenumbers of the fundamental

levels 1000, 0100, 0001, 0100 are due to this work. We also indicate by straight line

diagonals Δν̃
T
FWHM the Doppler full widths at half maximum in the 0-6500 cm-1 region at

78K and 293K. On the right, references of the data used for this work and the current

availability of experimental data are summarized. Experimental data of the hot bands and

polyad internal transitions are either not available (n/a) or only so to limited extent.

The complex interacting system has been analyzed using an effective Hamiltonian theory
[24], implemented in the the STDS software package [25]. Using all the available data cited
in Figure 1, a total of 4126 calibrated experimental line positions (2091 newly assigned)
were included in the non-linear least-squares fit, minimizing the standard deviation. In
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this work we eventually reproduced the line positions with a global standard deviation
of σ = 0.635. Hence the average absolute differences of experimental and calculated
wavenumbers are about half the experimental uncertainty i.e. we are able to reproduce
the experimental line positions very accurately with a global rms deviation of drms =
0.000465 cm−1. Compared to the preliminary analysis of the Pentad of 13CH4 by Jouvard
et al [19] we gain about a factor of 2 in accuracy. Further work will include more weak
line positions in the intense regions of the dyad and pentad system by using the present
results to extract such weak lines from the experimental spectra, and then re-inject them
into the fit. It should also be possible to investigate hot bands. The results represent
a significant improvement compared to previous studies. The Hamiltonian parameters
should be sufficiently reliable to allow a serious analysis of the next polyad, namely the
octad. They would also certainly be very useful to improve the knowledge of methane’s
potential energy hypersurfaces. It would also be interesting to check how these new results
affect recent planetary investigations in the pentad region. We also plan to analyze in
some detail the intensities or integrated absorption cross sections. Such information will
be useful in relation to electric dipole moment hypersurfaces [7–9]. Intensities are also of
obvious importance for astrophysical applications and in particular for the understanding
of planetary spectra.
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We chose to investigate the C-H bond activation of small organic molecules by size selected 
transition metal clusters at the level of elementary processes and under single collision 
conditions. As part of an ongoing search we currently focus in the elucidation of Cobalt and 
Tantalum clusters. Cluster ions of either charge states originate from a standard pulsed laser 
vaporization source, and they are made to react within the ion trap of a Fourier Transform Ion 
Cyclotron Resonance (FT-ICR) mass spectrometer. 
 
In general, most of the investigated clusters are found to be highly reactive towards the 
chosen substrates (ethane, acetonitrile, benzene, toluene, ortho-, meta-, para-xylene, 
mesitylene) with weak dependencies of the reaction rate on the sizes of the clusters and on 
their charges. Some general trends, and some particular exceptions prevail, however. For 
example, only the particular Cobalt cluster anion, Co19

�, refrains to activate acetonitrile, 
CH3CN, at all. In this case, intact adsorption takes place instead. Together with the results 
from previous investigations this is taken as a strong indication for an icosahedral geometry of 
the cluster. All other cluster sizes (both cations and anions) unconditionally activate and 
dehydrogenate the acetonitrile substrate. Up to five consecutive reaction steps are observed 
and fitted to pseudo first order kinetics. The observed products reveal a strong propensity for 
pairwise dehydrogenation, that is for H2 elimination. The influence of cluster charge is strong 
in Tantalum – a reactivity threshold (with CH3CN) for anions observed – and weak in Cobalt 
– a mere trend in the size independent total reactivity prevailing. 
 
With benzene, Tantalum clusters react very much like those of Niobium and of Vanadium. 
Total dehydrogenation takes place in general. A few “exceptional” cluster sizes (here: Ta12

+) 
allow for the intact adsorption of the aromatic substrate, presumably in a half sandwich like �6 
coordination geometry. While such exceptions are outermost puzzling and resist a direct 
interpretation, we take them as a challenge for the future. 
 
Reactions of alkylated benzenes provide means to refine our understanding of C-H bond 
activation. In the vast majority of all investigated cases - which are more than 150 
combinations of cluster size, cluster charge, and isomeric substrate - neither Tantalum cluster 
cations nor the anions reveal isomer specific reactivity when reacting with ortho-, meta- or 
para-xylene. In as much as two (!) cases (Ta17,18

+ + p-C8H10) it was found that the reaction 
rate significantly changes with respect to the other xylene isomers. 
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Kinetic data (symbols) for the reaction of Co11

+ with acetonitrile, CH3CN. Fits (corresponding curves) 
assume pseudo first order kinetics and stepwise reactions under single collision conditions. The 
indicated labels provide the sum formulas of the observed ionic products. The step-by-step reaction 
chain alternatingly comprises of the partial and of the total dehydrogenation of the reacting substrate, 
with a single (minor) parallel reaction (upright triangles in parallel to diamonds) prevailing. Our 
interpretation is based on the assumption of H2 elimination from the cluster substrate complex. 

 
1,3,5-Trimethylbenzene (mesitylene) is readily activated by Tantalum clusters and strongly 
dehydrogenated, often in total. Only through the small anionic clusters (n � 6), or by Ta13

�, a 
second, minor reaction channel opens: One or two carbon atoms seemingly “evaporate” off 
the cluster substrate complexes. Making use of the particular strength of the FT-ICR-MS 
investigations – which is the unambiguous identification of products at high mass resolution - 
we meticulously balanced the hydrogen budget of these reaction channels and came to 
conclude that either one or two methane molecules have formed and left. The interpretation of 
this process in terms of consecutive C-H and C-C activation events is underway [1]. 
 
Aiming at an enhanced understanding of our current findings in reactivity it is obvious that 
complementary (spectroscopic) information is needed. We are outermost glad to announce 
that very first proof of principle experiments succeeded to photo induce the C-H activation of 
an adsorbed substrate molecule on the surface of a size selected cluster[2]. A corresponding 
proof of principle is still ahead of us in another, novel setup, the new GAMBIT experiment at 
BESSY. It is designed to determine spin and orbit contributions to the magnetic moments of 
isolated transition metal clusters. 
 
[1] S. Jaberg, B. Pfeffer, G. Niedner-Schatteburg, manuscript in preparation 
[2] L. Barzen, P. Maitre, G. Niedner-Schatteburg, to be published 
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Organic peroxy radicals (e.g., CH3CH2OO) are key reaction intermediates in low-temperature 
oxidation and photooxidation of hydrocarbons in the atmosphere and in combustion.   Despite 
their importance, they have seldom been detected by the very general method of positive-ion 
mass spectrometry. Using a newly-developed instrument that combines tunable vacuum 
ultraviolet (VUV) synchrotron radiation with multiple-mass, time-resolved mass 
spectrometry, we have observed the photoionization of many peroxy radicals.  
 
The peroxy radicals are produced from the reaction of an alkyl (e.g., C2H5) or alkenyl (e.g., 
C2H3) radical with molecular oxygen.  The kinetics of product formation is used to confirm 
the origins and assignments of the ionized species.  The photoionization efficiency vs. VUV  
photon energy allows different isomers of a given mass-to-charge ratio to be distinguished.  
Using this technique, we have made the first measurement of the ionization energy of any 
peroxy radical:  CH3OO (I.E. = 10.33 � 0.05 eV).   
 
In general we find that alkyl peroxy cations have triplet ground states that are dissociative 
(with the exception of CH3OO+), whereas 1-alkenyl peroxy cations have singlet ground states 
that are bound and can be observed as intact parent cations.   
 
The reason for this difference will be discussed, and lies in the nature of the molecular 
orbitals of the neutral peroxy radical from which an electron is removed.  In the alkyl peroxy 
radicals, hyperconjugation reduces the stability of the alkyl peroxy cations, making the cation 
ground state weakly bound or unbound with respect to the ground state alkyl cation + O2.   In 
1-alkenyl peroxy radicals, where the OO moiety is attached to an sp2-hybridized carbon, such 
hyperconjugation effects do not occur, leading to peroxy cations with stable, singlet ground 
states.   
 
We show that time-resolved mass spectrometry can successfully monitor concentrations of 
C2H5OO and larger peroxy radicals by observation of their dissociative ionization fragments.   
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Gas phase resonant electron capture (REC) by L-serine was studied at the Corvallis 

and Bratislava laboratories, using experimental set-ups described elsewhere [1, 2]. In both 
laboratories, nearly monoenergetic electron beams are generated by trochoidal electron 
monochromators (TEM) and negative ions that are formed by resonance capture of low 
energy electrons are analyzed by either a custom-made reflectron orthogonal time-of-flight 
mass spectrometer (Corvallis) or by a quadrupole mass filter (Bratislava). In both 
experiments, the compound was introduced into the ionization chamber and heated to around 
420 K to vaporize it into the collision region.  

Low-energy resonance reactions between free electrons and serine-molecule resulted 
in more than 15 different fragmentation channels. Similar to other amino acids studied so far 
[3, 4], (M-H)- negative ions (m/z 104) were dominant in the REC spectrum of L-serine. In 
general, REC by serine occurs in three different energy ranges, around 1, 5 and 8 eV that 
correspond to different formation mechanisms of the resonances. However these reactions 
leading to ionic products with more than 15 different m/Z and also the possible structures of 
these products are from experimental research unknown.  

We combine our experimental research with the theoretical methods of quantum 
chemistry, which allow us to predict the structures and energies of the possible products and 
so the fragmentation reaction schemes and energies. First we start with DFT method (B3LYP 
[5, 6] functional together with 6-311++G(2df,2pd) one particle basis set), optimizing the 
geometries of the calculated compounds. The optimal ground state structures of all fragments 
are then used as inputs for the complex energy computational method G3MP2 [7]. Multiple 
ab initio calculations are performed within this method including an empirical correction in 
the final step. As the consequence more reliable results are obtained as on B3LYP level 
comparing to experiment. 

Previous ab initio studies of neutral serine molecule in gas phase resulted in 
localization of 51 conformers [8], but only a few of them are energetically close. We re-
optimized some of these structures (Fig.1) on B3LYP/6-311++G(2df,2pd) and G3MP2 levels 
of theory. Inclusion of zero point vibrational energy shows that the most stable conformer is 
formed via weak interaction of the carboxylic hydrogen with the nitrogen of the amino group 
(COO-H…N-H2), the conformer drawn on Fig.1 in the middle. Other conformers are 
characterized with weak interaction of the hydrogen from amino group with the carboxylic 
oxygen (HN-H…O=COH), drawn on left and right hand side on Fig.1.  
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Fig.1: Three energetically lowest conformers of neutral serine amino-acid [7] that were used 
for modeling the fragmentation reactions to negative ions. 
 
 The most abundant species form the spectrum refer to hydrogen cleavage from the 
carboxylic group, having close reaction energies calculated for all the three conformers in 
Fig.1. Other dissociations are also taken into account (from the side chain OH goup, +-
carbon, from amino group), but leading to higher reaction energies as the previous process. In 
the case of hydrogen dissociation from the amino group a detachment of one weak interacting 
hydrogen from the carboxylic group (for conformer in the middle on Fig.1) or from the side 
chain hydroxylic group (for the other conformers on Fig.1) occurs. These hydrogen shift 
effects show that the energetically lowest ion is formed first dissociating a hydrogen from the 
amino gorup followed by hydrogen shift form the carboxylic group to the nitrogen and not via 
direct hydrogen cleavage from the carboxylic group as one could expect. Unfortunately the 
process of dissociation of the hydrogen from the amino group cannot be described using these 
three conformers, another conformers with the lack of weak interaction between the nitrogen 
and extra hydrogen has to be considered. 

Negative ions like (M-H)-, C3H4O2
- or (M-NH2)- (m/z 89) are predominantly formed 

in the lowest energy range, whereas C2H4NO2
- (m/z 74), C2H3NO2

- (m/z 73), C2H4NO- (m/z 
58) and C2H2NO- (m/z 56) are exclusively registered at higher energies. (M-OH)- negative 
ions (m/z 88) were observed with weak intensities also at near to zero eV; there is no 
satisfactory explanation for this observation at the moment. The comparison of two 
independent measurements conducted on two instruments with different geometries helped in 
the interpretation of the negative ion-forming pathways of serine.  

This work was partially supported by VEGA 1/3040/06 and COST CM0601 ECCL. 
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Amino acids are the main “building blocks” for synthesis of tissular proteins, 

enzymes, peptidic hormones and other bioactive compounds. The fundamental studies of 
amino acids is an important task. The dissociative electron attachment to gas-phase leucine 
and isoleucine has been studied both experimentally and theoretically.  

The experiment was carried out using crossed beams apparatus equipped with 
quadruple mass-spectrometer and trochoidal electron monochromator (Comenius university, 
Bratislava). The maximal energy resolution of this apparatus is 50 meV. However, many of 
fragment ions of leucine and isoleucine have low dissociative cross section and that is why we 
made measurements with resolution 250 meV. Both samples were evaporating to the reaction 
area from a heated effusive molecular beam source at the temperature of approximately 
440 K. 

In general, the dissociative electron attachment spectra of leucine and isoleucine have 
many common features with previously studied aliphatic amino acids (glycine, alanine and 
valine). We detected at least eleven anionic fragment channels with the following m/Z values: 
130, 115, 114, 113, 112, 84, 82, 74, 45, 26, 17. Three resonant energy regions occurred during 
measurements at about 1.5, 5.5 and 8 eV. The first resonance due to one particle shape 
resonance with extra electron placed on lowest unoccupied ,* orbital and other ones probably 
associated with core excited resonances. As for the other amino acids [1] the most abundant 
species in mass-spectrum are (M-H)- ions, which are formed at 1.2 eV via cleavage OH bond. 
The intensities of other ions are two orders lower. In low energy resonance we also registered 
115 m/z and 114 m/z ions, the other ions are mostly formed in two high-energy resonances 
and exhibit wide resonant peaks. Some of the m/Z ration channels show different probabilities 
of the same reactions comparing the relative signals obtained from leucine and isoleucine 
fragments. 

However these reactions leading to ionic products with different m/Z and also the 
possible structures of these products are from experimental research unknown. Therefore we 
combine our experimental research with the theoretical methods of quantum chemistry. These 
methods allow us to predict the structures of the possible products and so the fragmentation 
reaction schemes. We use the DFT method with B3LYP [2, 3] functional together with 6-
311++G(2df,2pd) one particle basis set for optimizing the geometries of the calculated 
compounds. The optimal ground state structures of all fragments are then used as inputs for 
the complex energy computational method G3MP2 [4]. Multiple ab initio calculations are 
performed within this method including an empirical correction in the final step. As the 
consequence more reliable results are obtained as on B3LYP level comparing to experiment. 
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We found two theoretical studies concerning about the energetically lowest 
conformers of gas-phase leucine [5] and isoleucine [6]. Only the most stable conformers from 
this works were decided to use for our calculations (Fig.1), both are characterized with a weak 
interaction of one hydrogen from amino group with the carboxylic oxygen (HN-H…O=COH). 

 
 
 
 
 
 
 
 
 

Fig.1: Energetically lowest conformers of neutral molecules of leucine (left) and isoleucine 
(right) amino-acids, taken from [4] and [5] respectively.  
 

We show that the most abundant species form the spectrum refer to the hydrogen atom 
cleavage from the carboxylic group (the right hand side groups of both isomers on figure 1). 
Also another extra dissociations from carbon and nitrogen atoms are taken into account 
during calculations, but these could refer to energetically higher processes. The anionic 
channels with 115 m/z and 114 m/z can be associated with (M-NH2)-/(M-O)-/(M-CH4)- and 
(M-OH)-/(M-NH3)-/(M-CH4-H)- ions, respectively. There are typical ions for aliphatic amino 
acids COOH-, OH-, CN- and 112 m/z. The 112 m/z ions may have two different structures and 
formed via two reactions: i) elimination water molecule and H atom from transient anions or 
ii) loss of ammonia and hydrogen molecule. Evidently, by analogue to 112 m/z ions, the ions 
113 m/z are generated and have follow structures (M-H2O)- or (M-NH3-H)-. Also mass-
spectrum for both molecules demonstrated the peak for 74 m/z, which is probably formed by 
loss of side aliphatic chain and ascribed as NH2CHCOOH-. In contrast to valine [1], we have 
not obtain  (M-COOH)- ions in leucine or isoleucine spectrum. However, we have detected 84 
and 82 m/z anions and tentatively attribute these fragment ions to (M-COOH-H2)- and (M-
COOH-2H2)-, respectively, although another structure of these ions cannot be ruled out. 
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About vibronic origin of the strong non-adiabatic effects 

and

unexplored possibilities to control chemical transformations on interphases
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It will be argued that in the process of chemical adsorption/desorption on a surface, a 
molecule with several electrons involved in formation of chemical bonds will always pass 
extended regions of degeneracy with electronically excited molecular configurations. Such 
degeneracy allows a ”vibronic” coupling mechanism between the ground and the 
electronically-excited states; a process similar to Inverse Electronic Relaxation may start to 
play a significant role. Conditions at which the above-mentioned phenomenon can appear as a 
particularly strong nonadiabatic effect will be examined and links drawn to experimental 
observations made on several systems as well as to theoretical attempts to account for these 
effects.

Particularly, the observations reporting a strong dumping of internal vibrations in molecules 
[1,2,3] will be discussed and reconsidered with an attempt to implement the new ideas. In the 
model proposed, dissipation of the energy from “hot” coordinate(s) of the system is 
resonantly-enhanced by excited electronic configuration; the mechanism may lead to 
preferential dissipation of large energy quanta in form of excitons, rather than to direct 
generation of electron-hole pairs commonly discussed in the connection to non-adabatic 
effects within the “friction force” and “hole diving” models . It will be argued that 
experiments with electronically excited species can provide vital information for 
understanding of the very nature of passways of surface chemical reactions and of the 
corresponding reaction dynamics effects.  

The topology of the potential energy surfaces, which follows from the presented general 
consideration, strongly suggests an unexplored previously possibility to initiate elementary 
chemical transformations on interfaces via electronic excitation of gas-phase molecules. The 
principal advantages of the new approach over photochemistry within gas phase and over 
photoexcitation within molecular aggregates/adsorbates will be emphasized.  

Finally, experimental results demonstrating the first surface chemical reaction with 
electronically excited molecules and a new experimental approach, capable of producing 
macroscopic fluxes of excited reagents, will be presented [4]. We will report a quantum yield 

202



close to 1 for dissociative adsorption of electronically excited SO2 molecules on a surface 
leading to formation of molecular sulphur.  
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Sticking and hot-atom relaxation in dissociative chemisorption of H2 on 
Ni(100) 

I. Pino    
Chemistry Department, University „Federico II“ of Naples, Italy 

G.F. Tantardini 
Chemical Physics and ElectrochemistryDepartment, University of Milan, Italy

Dissociative chemisorption of H2 molecules on a clean Ni(100) surface has been studied 
theoretically with classical and quasi-classical dynamics. In our model metal atoms are 
allowed to move in an Embedded-Diatomics-In-Molecules description and generalized 
Langevin oscillators are used at the bottom of a 5x5x5 simulation slab in order to describe 
energy dissipation to the bulk. We focus on the sticking coefficient as well as on the 
relaxation of H adatoms following molecular dissociation. The latter have hyperthermal 
energy and may considerably move on the surface before finding the final adsorption site (see 
Fig.1). This behaviour is analogous to what happens in other gas-surface processes1. Though 
the adopted interaction potential does not allow a rigorous comparison with existing 
experimental results, the aim of the present study is to provide a picture of the whole 
dissociative chemisorption process, in the light of recent results reporting fast hot-atom 
relaxation on a different metal surface2 . 

Figura 1.  

Upper panel: calculated 
parallel and perpendicular 
components of the average 
kinetic energy per atom of 
H adatoms on a Ni(100) 
surface at Ts=300 K  
following dissociation of a 
H2 beam colliding 
perpendicular to the surface 
with a collision energy of 0.5 
eV.  

Lower panel: root mean 
square displacement of H 
atoms from the impact and 
dissociation sites (curve 1 
referred to right axis) and 
diffusion coefficient (curve 
2 referred to left axis) as a 
function of time. 

[1] R. Martinazzo, S. Assoni, G. Marinoni, G.F. Tantardini,  J. Chem. Phys. 120, 8761 (2004).   
[2] N. Pineau, H.F. Busnengo, J.C. Rayez, A. Salin J. Chem. Phys. 122, 214705 (2005). 
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Photolysis of hydrogen halides on water clusters 

V. Poterya and M.Fárník

J.Heyrovský Institute of Physical Chemistry AS CR, Dolejškova 3, 
18223 Prague 8, Czech Republic 

M. Ončák and P. Slavíček

Department of Physical Chemistry, Institute of Chemical Technology, Technická 5, Prague 6,  
Czech Republic

 U. Buck

Max-Planck-Institut für Dynamik und Selbstorganisation, Bunsenstr. 10, Göttingen

In this contribution we focus on photochemistry of hydrogen halide molecules HX (X=Br, Cl) 

on large water clusters. The acid solvation on particle surfaces, such as those of ice crystals or 

liquid  aerosols,  attracted a  great  interest,  because of  applications  in  atmospheric  reactions 

leading to the stratospheric ozone depletion [1]. Therefore a great effort has been devoted to 

elucidate these processes at the molecular level.

We investigate these processes in a molecular beam experiment [2]. The water cluster beam 

(H2O)n,  n 500, is produced by a supersonic expansion of neat water vapor through a conical�  

nozzle. The clusters are doped with the HX molecules in a pick-up cell. Then the clusters enter a 

vacuum chamber with a time-of-flight (TOF) spectrometer. Here the molecules are photolysed 

with a 193 nm laser and the H-fragments are successively ionized by (2+1) REMPI process with 

243  nm  laser.  The  TOF  spectra  of  H-fragment  atoms  provide  information  about  the 

photodissociation process. To determine the origin of the H-atoms in HX(H2O)n photolysis, the 

spectra with deutherated species DX and D2O were measured.

The H-fragment signals originates from the presence of the hydrogen halide molecule on 

the cluster, however, it is not simply a signal due to the direct photolysis of the HX molecule on 

the cluster. This indicates an exchange of hydrogen atoms between the hydrogen halide and the 

water  cluster  via  generation of  the  hydronium H3O molecule [3].  The observed hydrogen 

fragment originates from the dissociation of the hydronium.

Figure  1  shows  the  two  slightly  different  ways  of  photochemical  production  of  the 

hydronium: (I) HBr molecule dissociates on water cluster generating the ion pair, which is then 

excited with the 193 nm laser radiation into an excited state. Subsequently, this state can relax, 

generating  the  neutral  hydronium  molecule  H3O.  The  H-atom  is  then  emitted  from  the 

hydronium. (II) Alternatively, intact HBr molecule is dissociated by the 193 nm photon. The H-

fragment reacts with the neighboring H2O molecule to create the excited hydronium. It can then 
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relax to the ground state H3O as in the former case (I), which results in H-atom dissociation 

from the hydronium.

Fig. 1: Two alternative pathways of HX(H2O)n photochemistry

The present model has recently been supported by theoretical calculations in our group, and 

by futher experimental evidence in measuring the relative photodissociation cross sections for 

HBr vs. HCl molecules on the (H2O)n clusters. These new results will  be discussed in our 

presentation.
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Anions of Aromatic Nitrate and the NO – Abstraction Reaction: 
Calculated Energetics 

Andreas Mauracher, Michael Probst, Stefan Denifl, Natcha Injan�,
Jumras Limtrakul�,Tilmann Märk and Paul Scheier 

Institute of Ion Physics and Applied Physics, University of Innsbruck, 

Technikerstraße 25, 6020 Innsbruck, Austria 
�Center of Nanotechnology, Kasetsart University, Bangkok 10900, Thailand 

Dissociative Electron Attachment (DEA) to aromatic nitrates is an interesting process 
and has been studied intensively experimentally (see for example [1]). It is not only a 
model process for DEA but has potential practical applications [2]. It is also a very 
complicated process [1] on the atomic level and many details are still obscure. The 
simplicity of aromatic nitrates makes them also an interesting subject for accurate 
quantum chemical calculations. We give an overview of our computational work and 
discuss the energetic features of some important species. The reaction pathway derived 
for the probably most important DEA reaction, the abstraction of NO, is discussed. 

Aromatic nitrates – mononitrobenzene (MNB)

The prototypical aromatic nitrate is nitrobenzene. Like other 
nitrobenzenes it can be produced by the reaction of nitric acid with 
benzene. This process is called electrophilic nitration since a NO2

+ ion is 
thought to be the intermediate reacting with the electronic system of 
benzene [3]. Contrary to the arguments often used to explain organic 
chemical reactions, there is little conjugation in nitrobenzene (little 
interaction of the benzene , system with p-orbitals of the NO2 group) and 
not much energy is required to rotate the NO2 group although the most 
stable conformation is planar [4] except if there is steric hindrance like in 
o-DNB. The conformations where NO2 and C6H5 are perpendicular are typically 0.1-0.3 
eV higher in energy. Aromatic nitrates have a positive electron affinity. As for most 
comparable closed-shell molecules, the ubiquitous H-abstraction reaction proceeds more 
easily from the anion and the EAs of the molecules without hydrogen are rather large, for 
example 2.25, 2.10 and 2.15 eV for the o,m,p - isomers of MNB. 

Aromatic nitrates – dinitrobenzene (DNB)

A bit surprisingly as well, the ortho, meta and para (o,m,p) isomers of DNB are not very 
different in many of their properties. One trivial exception are the dipole moments where 
the para-isomer has no dipole moment due to its symmetry. In the following table they 
are shown together with IP's and relative energies: 
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  o-DNB m-DNB p-DNB 

Energy neutral 0.00 -3.77 -3.76 

Energy anion -1.71 -5.10 -5.29 

EA 1.71 1.33 1.53 

dipole moment 5.0 5.7 0.0 

The high relative energy of o-DNB is a consequence of 
the repulsion between the nitro-groups. The energies 
are (all in eV) were calculated with the G2(MP2) 
method, a quantum chemical extrapolation scheme that 
is normally accurate to about 0.1 eV. One important 
fact is also the relatively large positive electron affinity 
mentioned before – all anions are thermodynamically 
stable. The nitrate region of the molecules is always the 
negative one. This is very similar for all isomers (and 
also for toluenes etc.) and is shown here for the 
example of m-DNB: A positive electrostatic potential is 
painted dark and a negative is shown in lighter grey 
tones. Other properties like BDEs will be discussed in 
the presentation. 

NO abstraction: --NO2
- .--O- + NO

One of the intriguing experimental findings is a reaction of one molecule with one 
electron at 0 eV that leads to the production of NO. We tried to understand the details of 
this process. This is normally quite demanding and a good example of an elaborate 
exploration is [5]. We tried something similar with MNB anion as the simplest aromatic 
nitro-compound that undergoes the NO – loss reaction.  

If the reactants and products are known, one can search for the reaction coordinate with 
the lowest barrier. This is, however, practically only possible for very simple reactions. 
For the NO-loss reaction we had to made the assumption that before the OH loss the --
ONO isomer (phenylnitrite) is formed. This is probably reasonable since the reaction 
directly from --NO2

- would require the simultaneous breaking of two bonds. The 
reaction profile was then calculated by locating the transition states. It is shown on the 
next page. Only the isomerisation from –NO2 to –ONO has a real transition state because 
the --ONO isomer subsequently can lose NO easily. Since the calculation of reaction 
pathways is much more difficult than the calculation of properties of equilibrium 
structures, we could until now only calculate the reaction pathways at the HF/CEP-31G 
and B3LYP/6-31G* levels of theory. The one shown is for HF/CEP-31G. The B3LYP/6-
31G* results are similar with the barrier being ~3.5 eV and the reaction exothermic by 
1.7 eV. This indicates that the calculated barrier height is not very accurate. The results 
should be qualitatively correct, though, and the profile exhibits some interesting features: 
(a) this barrier between the nitrate and benzylnitrite isomers is rather high and cannot be
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Figure: Structure and relative 
energies of the molecules 
involved into NO abstraction 
from nitrobenzene anion, 
together with the reaction 
coordinate.

overcome for --NO2 by the EA alone. It might be much lower, though, for substituted 
nitrobenzenes. (b) The transition state is nonplanar and unsymmentric. 
(c) -�ONO- should be a short-lived intermediate since it carries the energy when the 
reaction proceeds downhill the transition state. 

All methods of calculation (for the overall energy balance of the NO – loss accurate 
standard thermochemistry can also be employed) agree with the experimental results in 
that the overall reaction is exothermic. 
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Scheier, Paul.; Anal. Chem. (2007), 79(17), 6585-6591 

[3] Esteves, Pierre M.; Walkimar de Carneiro, Jose; Cardoso, Sheila P.; Barbosa, Andre 
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J.Am.Chem.Soc. (2003), 125(16), 4836-4849.  
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Photodissociation Spectroscopy of Cationic Porphyrins in the Gas Phase. 
Influence of the Complexation with DNA. Comparison with Solution Phase. 

F. Rosu, E. De Pauw, and V. Gabelica
Mass Spectrometry Laboratory, Université de Liege, Liège, Belgium

R. Antoine and P. Dugourd 
LASIM, Université Lyon 1, Lyon, France 

We recently started exploring the gas-phase reactivity of multiply charged DNA single 
strands, and double strands anions upon UV irradiation around 260 nm [1-3]. To our surprise, 
we found out that, instead of fragmentation, electron detachment was the major reaction 
pathway. Double stranded DNA and quadruplex DNA multiply charged anions coupled to 
chromophores were subjected to UV-Vis photoactivation in a quadrupole ion trap mass 
spectrometer. The chromophores included noncovalently bound porphyrins which were 
activated with visible light. 
Free Ligand (positive ions): 
Wavelength dependence of dissociation yield of the Porphyrins (TmPyP4, A2cis and A2trans) 
alone was compared to the absorption spectra in solution. In the gas phase, all three 
porphyrins show clearly two bands, at 435 nm and 457 nm. In aqueous solution there is only 
one band (usually called Soret band, or B band), at 408 nm for A2cis and A2trans, and at 424 
nm for TMPyP4. The porphyrin absorption is blue-shifted by H2O. The Observation of two 
bands for porphyrins in gas phase is unprecedented (Figure 1). 

Figure 1: Solution absorption spectra of porphyrin TmPyP4, A2cis and A2trans (solid line). 
Gas phase action spectra of the porphyrins (dash line). 

Ligand-DNA complex (negative ions): 
In solution, a red shift is detected upon porphyrin complexation to DNA. Similar result (red 
shift) is observed in the gas phase. The influence of the environment polarity on the 
absorption spectra of the porphyrin is described. Spectrum is blue-shifted as the polarity 
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increases (confirms gas phase observations). Upon complexation to DNA, the solvent blue-
shift effect is reduced when ligand interacts with the DNA rather than with the solvent. 

Figure 2: Solution absorption spectra of porphyrin A2trans and the A2trans-Duplex or 
A2trans-quadruplex complexes (solid line). Gas phase action spectra of the A2trans–Duplex 
and A2trans-quadruplex (dash line). 

Methods:
The experiments are performed on LCQ and LTQ quadrupole ion trap mass spectrometers 
(ThermoFinnigan, San Jose, CA), which are coupled to pulsed UV lasers (OPO tunable laser 
or fixed wavelength solid-state laser). The mass spectrometers are modified to allow the 
injection of UV and visible lights into the ion traps. An electromechanical shutter triggered on 
the RF signal of the ion trap synchronizes the laser irradiation with the MS/MS events. 
Precursor ions were first isolated in the ion trap and then irradiated with UV or visible light. 
Mass spectra obtained after irradiation (MS2) were recorded.  

References 
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State-Resolved Reactivity of Vibrationally Excited CH4 on Pt(110) (2x1) 
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The key step in technologically important processes as steam-reforming or partial oxidation of 
methane is the dissociative adsorption of methane onto metal surfaces. The interaction 
between CH4 and Pt(110) has been the object of a wide number of both theoretical and 
experimental studies because the corrugated Pt(110) surface is a simplified model of real 
catalysts. Nevertheless, no previous experimental work has been able to measure the 
contribution of different vibrational modes for promoting the chemisorption reaction. With 
our experimental apparatus, we can prepare methane in selected quantum states and study the 
effect of the vibrational energy onto the reaction probability. In this work, we have measured 
quantum state resolved sticking coefficients of CH4 on the Pt(110) (2x1) surface (Figure 1). 
Using a tunable pulsed infrared laser setup1, we have excited CH4 to the vibrational states 2�3, 
�1+�4 and 2�2+�4, containing different amounts of vibrational quanta of stretching and 
bending. The label �1 indicates the symmetric stretch of CH4, �3 the antisymmetric stretch, 
�2 the symmetric bend and �4 the bending mode of F2 symmetry . Our experimental apparatus 
is composed of a pulsed molecular beam source2 in combination with a UHV chamber, we 
have studied the dependence of the reaction probability as a function of the kinetic energy of 
the molecules incident  on the surface. The results (Figure 2) show that the chemisorption 
reaction is strongly activated by the incident translational energy of the molecules in the 
energy range from 4 to 64 kJ/mol.  

  

Figure 1 (a)  Schematic illustration of the Pt(110) (2X1) surface. The different circle colors are used to 
indicate the top first, second and third layer of Pt atoms. (b) LEED pattern of the Pt(110) (2X1) surface after 
cleaning. 

(a) (b) 
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Figure 2 Sticking coefficients as a function of incident kinetic energy (normal incidence) for 
dissociative chemisorption of CH4 on Pt(110) (2X1) (Ts = 400K). (�) Laser-off data, (	) 2�3, (
) �1+�4, (	) 
2�2+�4.  The horizontal dash arrows indicate the amount of normal kinetic energy which produces the same 
increase in reactivity as the vibrational excitation. The dotted blue curve is a S-curve fitting of the laser-off data 
from 33 to 64 kJ, the agreement between the experimental data point and the fitting curve is good in this range of 
kinetic energy since only the direct-adsorption pathway is dominant. 
 
 
We interpret these results as evidence that the chemisorption of CH4 on Pt(110) (2x1) occurs 
by a direct adsorption mechanism with a high energy barrier for En > 10 kJ/mol. At a  
translational energy  below 10  kJ/mol, the sticking coefficient of the unexcited molecules 
increases with decreasing incident energy, indicative of a precursor-mediated adsorption 
pathway3. Our measurements also show that vibrational excitation enhances the dissociation 
probability of methane on Pt(110), similar to what has been found in previous state-resolved 
studies for Pt(111).  The reactivity enhancement relative to the ground state varies 
considerably with the incident kinetic energy. For example, at Ek = 33 kJ/mol, the sticking 
coefficient of the 2�3 and �1+�4 state is ~30 times higher than the correspondent laser-off 
measurement, while the excitation of the 2�2+�4 mode only enhances the ground-state 
reactivity of a factor of 10, while, at 10 kJ/mol, we observe the maximum vibrational 
enhancement in the reaction probability up to 3 order of magnitude.  
Within the kinetic energy range we have used for our measurements, we observe that the 
excitation of the modes 2�3 and �1+�4 produces the same increase in reaction probability 
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(Figure 2), nevertheless, since these two modes have different energies (71.4 kJ for the 2�3 
mode, and 50.5 kJ for the mode �1+�4), the �1+�4 state has higher efficacy than the 2�3 mode 
(Table 1).  

 
Table 1  The vibrationaly efficacy4 is a parameter that compare the effect of vibrational and 
translational energy on the reaction probability. The vibrational efficacies of the different states on Pt(110) are 
calculated at kinetic energy of 22 kJ/mol.  
 
State Vibrational Energy (kJ/mol) Vibrational Efficacy 

2�3 71.4 48% 

�1+�4 50.5 60% 

2�2+�4 52.2 39% 

 
The vibrational efficacy that we have measured for the mode 2�3 on Pt(110) is similar to what 
was reported by Higgins et al.5 on the less corrugate Pt(111) surface, this result can point to a 
similarity in the transition state geometry of methane on these two surfaces. In fact, DFT 
calculations performed by Psofogiannakis et al. 8 on Pt(111) and by Anghel et al. 7 on Pt(110) 
shown that the dissociating bond is similarly stretched in the TS configuration, 1.38  Å for the 
Pt(111) and 1.48 Å for the Pt(110) respectively, with the leaving H atom onto the bridge 
position between two adjacent Pt atoms (Figure 3).  
 

 

 

 

Figure 3      (a) TS structure on Pt(111) (Psofogiannakis et al. 8).  (b) TS structure on Pt(110) (2x1) (Anghel et al. 
7). All the bonds lengths and distances in the figure are in Å. 
 
In conclusion, we show that the vibrational energy is not as effective as the translational 
energy in promoting the dissociation of CH4 on Pt(110), the fact that the dissociation 

(a) (b) 
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11.48 
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probability doesn’t scale with the total energy of the molecule cannot be explained by 
statistical models6 of gas/surface interaction. Furthermore, we probed how different 
vibrational modes effect the reactivity, and we observe that bending plus stretching (�1+�4) 
mode has an higher efficacy than both the pure bending (2�2+�4) and the pure stretching (2�3) 
mode (see Table 1).  Observing that the pure bending vibrational mode 2�2+�4 is not as 
effective  as the pure stretching mode 2�3, we can deduce that the role of the vibrational 
activation cannot be explained by a “deformation model” mechanism (Lee et al.7) because in 
this case 2�2+�4 will be more efficient than  2�3. We can understand why the �1+�4 mode is 
the most efficient only analyzing the geometry of the transition state, in fact, recent ab-initio 
calculations8 have shown that the reaction pathway for the dissociation reaction of CH4 on 
Pt(110) (2X1) “involve simultaneous stretching of a C-H bond and deformation of methane 

bond angles”. Our state-resolved measurements confirm that, on Pt(110), the combination of 
bending plus stretching vibrational excitation (�1+�4) is the most efficient in promoting the 
reaction. 
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Biomolecules in the gas-phase. Myth or reality ? 

G.Grégoire, F.Lecomte, C.Desfrançois and J.P.Schermann

Laboratoire de Physique des Lasers, Institut Galilée, 
Université Paris 13, 93430, Villetaneuse, France 

The study of biomolecules isolated in the gas-phase is sometimes considered as a discipline 

close to mythology. It is then argue that the only relevant studies should be conducted in 

aqueous solution while, nevertheless, structures determined from crystals are highly praised. 

In a cell, biomolecules are, in fact, embedded in a crowded medium and realistic experiments 

should be conducted in rather highly concentrated and inhomogeneous solutions of proteins.

However, in some cases, biomolecular systems are specifically recognized by their receptors 

in hydrophobic pockets and are then in presence of a very small number of water molecules in 

a medium possessing a small dielectric constant. Gas-phase conditions are then no longer that 

far from reality. 

Acetylcholine is a neurotransmitter and the study of its interactions with its receptor is 

crucial for the design of drugs fighting Alzheimer or Parkinson diseases. This very flexible 

molecule has two important agonists, nicotine and muscarine, that possess very different 

chemical composition but identical or similar functional groups called pharmacophores. 

Those groups are a positively-charged quaternary ammonium and a hydrogen bond acceptor 

acting in a highly hydrophobic environmentt (“aromatic box”). What really matter for 

biomolecular recognition and thus bioactivity are structural arrangements of those 

pharmacophores.  A combination of spectroscopic studies of those molecules conducted in the 

infrared region either in the gas-phase or in solution and their theoretical interpretation with 

explicit water molecules allows following the changes in structure and pharmacophoric 

activity of acetylcholine, nicotine and muscarine induced by the presence of solvent. 
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Reactivity of zirconium in the presence of mixed clusters
containing polar solvent molecules

S. Soorkia, J-M. Mestdagh and B. Soep
Laboratoire Francis Perrin, CEA, 91191 Gif sur Yvette Cedex, France

A transition metal is an element found in the d -block of the periodic table and is more
precisely defined as a metal having an incomplete d subshell. As such, transition metal
elements have more electronic configurations compared to metals of the s-block because
there are more subshells available to accommodate the valence electrons. The arrange-
ment of electrons in the atomic orbitals gives rise to a variety of high-spin and low-spin
states each of which is potentially a different chemical [1]. Hence, we can expect that
a transition metal element in a specific electronic configuration has a specific reactivity.
The zirconium atom is a second row transition metal element and the particularity of
these elements is that the 4s and 5d orbitals are of comparable size and energy [2]. As a
consequence, these orbitals can both be involved in a chemical reaction. We are interested
in the reactivity of a zirconium atom associated with a simple functional molecule in a
van der Waals complex formed in a supersonic expansion in the model reaction Zr + CH3F.

A laser ablation/molecular beam experimental setup was used to put into contact Zr
atoms with CH3F molecules seeded in a carrier gas. A frequency doubled dye laser at
212 nm and a fluorine excimer laser at 157 nm were used to ionize separately with one
photon the species present in the molecular beam.

Fig. 1 – One photon mass spectrum at 5.85 eV (bottom) and 7.90 eV (top) of species
present in the molecular beam seeded with CH3F and CH3OCH3 (DME) acting as solvent
molecules.
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We have brought into evidence different products in the supersonic expansion : van der
Waals complexes of the type Zr − (CH3F)n and other products, most probably insertion
compounds depending on the conditions of generation and solvation. If a mixture of CH3F
molecules seeded in pure He is used, van der Waals complexes are detected at 5.9 eV which
is below the ionization potential of a Zr atom (6.63 eV). We can estimate the Zr+ ion
to be stabilized by at least 0.8 eV with a CH3F molecule. On the other hand, when
dimethylether molecules (CH3OCH3) acting as solvent molecules is added together with
a fraction of Ar as carrier gas, compounds of the type Zr − (CH3F)3(CH3OCH3)n are
detected (see figure 1). Surprisingly, the first mass peak of this series which corresponds
to Zr− (CH3F)3 is detected with the 157 nm laser. This corresponds to a high ionization
potential (> 8 eV),while for a zirconium van der Waals complex, the ionization potential
should be lower than 5.9 eV (see figure 2).

Zr

Zr
+

Zr(CH F)3

+

Zr(CH F)3

Zr(CH F)3 2

Zr(CH F)3 2

+

Zr(CH F)3 3

+

Zr(CH F)3 3

6,63 eV

7,90 eV

Fig. 2 – Evolution of the ionization potentiel of Zr− (CH3F)n vdW complexes.

By comparison with a DFT calculation on the insertion compound F −Mg − CH3, one
would expect the ionization potential to be around 10 eV. On this basis, we can assume
that the ionization potential of F − Zr − CH3 should be lowered by at least 2 eV if
solvated by two molecules. Hence we would be detecting the inserted compound in its
minimal configuration, that is stabilized and solvated by two CH3F (see figure 3). This
would be the first time that such isolated inserted reaction products be detected in a
molecular beam.

Fig. 3 – Stabilization of F − Zr − CH3 by two CH3F molecules and CH3OCH3 solvent
molecules.

[1] James C. Weisshaar, Acc. Chem. Res. 26, 213 (1993)
[2] P. E. M. Siegbahn, Theor. Chim. Acta. 86, 219 (1993).
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Abstract
We provide a very brief collection of useful rules and recommendations treated in much
detail in the International Union of Pure and Applied Chemistry (IUPAC) publication
with the above listed title and which is also known as the ‘Green Book’. The 2007 new
edition has jointly been published by IUPAC and The Royal Society of Chemistry (RSC).

1 Introduction

The so called IUPAC (International Union of Pure and Applied Chemistry) ‘Green Book’
has a long history going back to 1969 where the Manual of Symbols and Terminology
for Physicochemical Quantities and Units was first published by M. L. McGlashan, the
Chairman of the IUPAC Physical Chemistry Division. The first edition of the Green Book
as we know it now has been published in 1988 and the third, revised and enlarged edition
was published recently by IUPAC and RSC [1].

The intention of the Green Book ever since its appearance was not to present a list
of recommendations as commandments, but rather, its aim was and still is to help the
user in what may be called a ‘good practice of scientific language’. Many well estab-
lished conventions are used in science and technology, but mixing conventions can lead
to misunderstandings or even cause severe errors. One of those errors, caused by con-
fusion of metric and imperial units, led to the loss of the NASA Mars Climate Orbiter
(MCO) in 1999, worth about 200 Million USD of equipment and a non-quantified loss
of scientific data and work. The reason for the loss of MCO was that although NASA
used metric units (N s), the European partner used imperial units (lbf s) sending the
satellite off course [2]. Another incident concerned the construction of a bridge in Laufen-
burg (Hochrheinbrücke, 2003/4) between Switzerland and the southern part of Germany.
Whereas Germany measures its altitude relative to North Sea level, Switzerland uses the
Mediterranian Sea (see Table below); both reference levels differ by 27 cm.

Country Description Reference Level (town)
Austria meter über Adria (m ü. Adria) Trieste
France mètres d’altitude (m) Marseille
Germany meter über Normalnull (m ü. NN) Amsterdam
Great Britain metres above sea level (m ASL) Newlyn
Italy metri sul livello del mare (m s.l.m.) Genua
Switzerland meter über Meer (m ü. M.) Marseille

This was known to the engineers, unfortunately the correction was performed in the wrong
way introducing a difference in height by 54 cm. It was stated that the correction could be
made without financial adjustments (because the insurance of the engineering company
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covered the additional costs). One can estimate enormous daily economic losses due to
the use of inadequate units worldwide under a variety of circumstances.

These examples show that it is worth caring about units as well as their proper usage.

2 Symbols and Units for Quantities and Operators

Symbols for physical quantities should be single-lettered using the Latin or Greek alpha-
bet. The letters may be capital or lower case but should be printed in italic (slanted) type.
Subscripts and superscripts may be added for clarity. All subscripts and superscripts are
printed in Roman type (upright) except when these are symbols for physical quantities
and therefore printed in italic type. Symbols for units should always be printed in Roman
type. Similarly, symbols for chemical elements, elementary particles and mathematical
operators (e.g. sin, exp, ln, d/dx, etc.) are also printed in Roman type (see Sections 1.3
and 1.6 in [1]).

3 Base Quantities and the SI as a Coherent System of Units

The International System (SI) consists of seven base quantities and their corresponding
units (see Sections 1.2, 3.3 and 3.8 in [1]):

metre (symbol: m), kilogram (symbol: kg), second (symbol: s), ampere (sym-
bol: A), kelvin (symbol: K), mole (symbol: mol), and candela (symbol: cd).

A coherent system of units is such that equations between numerical values of physical
quantities can be written exactly as the corresponding equations between the physical
quantities itself. This coherent system therefore avoids numerical factors between units
and is especially useful for so-called dimensional checking. The SI is such a coherent
system of units. The coherence is lost, however, when prefixes are used.

4 Physical Quantities and Quantity Calculus

The value of a physical quantity Q can be written as a product of a numerical value {Q}
and a unit [Q]

Q = {Q} [Q] (1)

Equations between quantities do not depend on the choice of units, however, equations
between numerical values do depend on the choice of units. Physical quantities, numer-
ical values, and units may be manipulated by algebraic rules (‘quantity calculus’). The
wavelength λ of one of the yellow sodium lines, for example, can be written in various
equivalent ways:

λ = 5.896× 10−7 m = 589.6 nm (2a)

λ/m = 5.896× 10−7 (2b)

λ/nm = 589.6 (2c)

Conversion between different units of energy E can be achieved by using quantity calculus:
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1 cm−1 is converted to eV (electronvolt)

(1 cm−1) hc

(
e

e

)
=̂

(1.986 445 501× 10−25 J)× 102 e

1.602 176 487× 10−19 C
=̂ 1.239 842× 10−4 eV (3a)

and 1 kcal mol−1 is converted to cm−1

(1 kcal mol−1)

hcNA

=̂
4.184× (1 kJ mol−1)

hcNA

=̂
4.184× (103 J mol−1)

(1.986 445 501× 10−25 J)× 102 cm× (6.022 141 79× 1023 mol−1)

=̂ 349.7551 cm−1 (3b)

In a table or graphical representation, it is desirable to display numerical entries by
dividing the quantities by their corresponding units:

ln(p/MPa) = a + b/T =

a + b′(103 K/T ) (4)

T/K 103 K/T p/MPa ln(p/MPa)
216.55 4.6179 0.5180 −0.6578
273.15 3.6610 3.4853 1.2486
304.19 3.2874 7.3815 1.9990

−1.0

−0.5
0.0

0.5
1.0

1.5
2.0

2.5

3.0 3.5 4.0 4.5 5.0
103 K/T

ln
(p

/M
P
a)

Algebraically equivalent forms may be used in place of 103 K/T , such as kK/T or 103

(T/K)−1. In eq. (4) one can see by writing the first few terms of a series expansion

ln x ≈ 2

(
x− 1

x + 1
+

(x− 1)3

3(x + 1)3
+ · · ·

)
(5)

that omitting the unit of the logarithm’s argument would imply that one subtracts a
number from a pressure. It is therefore mandatory to write ln(p/MPa) instead of ln(p).

5 Units outside the SI

There are non-SI units which are accepted for use with the SI: min (minute), h (hour),
d (day), eV (electronvolt), Da (Dalton; this is equivalent to u, 1 Da = 1 u), u (unified
atomic mass unit), and some more (see Section 3.7 in [1]). The year (symbol a) is not
among those units, because the Julian year is defined in terms of days as 365.25 d, the
Gregorian year as 365.2425 d, and the Mayan year as 365.2420 d (see Section 7.2 in [1]).

One should avoid using non-SI units from the following unit systems: the esu (electro-
static unit system), the emu (electromagnetic unit system), the Gaussian, and the atomic
unit system. However, equations relating these still widely used unit systems to the SI
are listed in Chapter 7 of [1] which also makes extensive use of quantity calculus to help
converting between those systems of units.
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Sometimes, quantities of dimension one (frequently called ‘dimensionless’ quantities)
are written in mathematical equivalent forms denoted by special symbols (e.g. % for
percent, 10−2) or abbreviations (ppm, parts per million, 10−6). These are often ambiguous,
for example ppt could mean parts per thousand (10−3) or parts per trillion. The latter
is also ambiguous since a trillion can either be 1012 (American system of names) or 1018.
Similarly, the frequently used ppb (parts per billion) is ambiguous since a billion can
either be 109 (American system) or 1012 (European system). Since those quantities of
dimension one can always be replaced by a proper fractional expression and ambiguities
must be avoided, their use is deprecated (see Section 3.10 in [1]).

Calories should not be used, because there are different calories: calth (thermochemical
calorie, 4.184 J), calIT (international calorie, 4.1868 J), and the cal15 (15 ◦C calorie,
approximately 4.1855 J). It is often not clear which conversion was used in a given context.
Many more examples can be found in Section 7.2 of [1].

6 Summary and Outlook

We have given here a very short overview of various topics covered in the 2007 edition of
the Green Book which are relevant for everyday life of scientists because they facilitate
cross-border communication among various disciplines in chemistry and physics.

The present edition has new sections (e.g. on uncertainty). The most recent funda-
mental physical constants and atomic masses are tabulated. The symbol as well as the
subject index has considerably been extended to facilitate the usage of the Green Book. A
table of numerical energy conversion factors is given and the most recent IUPAC perdiodic
table of the elements is given on the inside back cover.

The definitions of the seven SI base units are subject to changes as experimental
methods lead to an increase in precision and accuracy. This led already to a redefinition
of the second by counting the periods of the radiation corresponding to the transition
between the two hyperfine levels of the ground state of the caesium 133 atom. In 1967/68
it replaced the then adopted definition of the second as the fraction 1/31 556 925.9747
of the tropical year for 1900 January 0 at 12 hours ephemeris time. Today, for example,
one wishes to redefine the kilogram (along with the ampere, the kelvin and the mole) in
terms of fundamental physical constants. Presently, the definition of the kilogram still
relies on a definition, that goes back to the French Revolution using a prototype (see [3]
and references therein).

Comments and suggestions on the IUPAC Green Book can be mailed to
just@ir.phys.chem.ethz.ch and Martin@Quack.ch.

[1] E.R. Cohen, T. Cvitas, J.G. Frey, B. Holmström, K. Kuchitsu, R. Marquardt, I. Mills,
F. Pavese, M. Quack, J. Stohner, H.L. Strauss, M. Takami, A.J Thor, Quantities, Units
and Symbols in Physical Chemistry, 3rd edition, IUPAC & The Royal Society of Chemistry,
Cambridge (2007); ISBN 978-85404-433-7.

[2] The report can be found at ftp://ftp.hq.nasa.gov/pub/pao/reports/1999/MCO report.pdf.

[3] T. Feder, Physics Today, p. 32, April 2006; I.M. Mills, P.J. Mohr, T.J. Quinn, B.N. Taylor,
E.R. Williams, Metrologia, 42, 71 (2005); I.M. Mills, Mol. Phys., 103, 2989 (2005).
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Are intermolecular potentials responsible for discrepancies
between theoretical and experimental spectra of molecules

embedded in helium nanodroplets?

Krzysztof Szalewicz
University of Delaware

Investigations of molecules embedded in superfluid helium nanodroplets led to some
of the most important discoveries in physics and chemistry during the past decade. This
work has been supplemented by experiments on He

n
-molecule clusters with a controlled

value of n. Recently, clusters with n as large as 80 have been observed. These experiments
are very important since the observations can be directly compared with the results of
quantum dynamics calculations on exactly the same systems. Although generally theory
agrees with experiment and explains the observed dependencies on n, the quantitative
agreement is only to about one digit as the discrepancies are often of the order of 20%. The
natural suspect for the discrepancies are inaccuracies of the interaction potentials. Some
investigations of this issue will be presented. Other possible reasons for the discrepancies
will also be discussed.
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Multi-mass imaging using a fast frame-transfer CCD camera
Claire Vallance, Alexander Johnsen, and Mark Brouard    

Department of Chemistry, University of Oxford, Oxford, UK

Velocity-map imaging has been used with great success in the field of small-molecule 
reaction dynamics to study both molecular photofragmentation and a range of photoinitiated 
bimolecular events.  A velocity-map imaging apparatus generally consists of a time-of-flight 
mass spectrometer fitted with a position sensitive detector and employing a velocity-mapping 
electrostatic lens in place of the more usual Wiley-McLaren ion optics.  By adjusting the 
electrode potentials, the lens may be tuned such that either the positions or the velocities of 
the ions at their point of formation are projected in two dimensions onto the detector 

A standard imaging detector converts the spatial distribution of ions striking the front face of 
a pair of microchannel plates into an optical image on a phosphor screen located behind the 
rear face.  A CCD camera focused on the phosphor captures the images for processing and 
storage.  Typically, a single photofragment or reaction product is selected for imaging by 
time-gating either the microchannel plates or an image intensifier located in front of the 
camera, such that a signal is only detected when the chosen mass arrives at the detector.  For 
small molecule studies, characterisation of a single fragment is often sufficient to obtain a 
fairly complete picture of the dynamics of a photoinitiated process.  However, larger 
molecules often have much more complex dissociation dynamics and may separate into 
numerous fragments.  In these cases, characterisation of a single product is often insufficient, 
and the ability to record images of several fragments simultaneously becomes highly 
desirable.   Previously, there have been two techniques developed to perform ‘multimass 
imaging’, both of which rely on spatial separation of the images at the detector through the 
application of static or pulsed electric or magnetic fields.  The technique developed by Suits et 
al [1] employs a pulsed deflection field to achieve spatial separation of ions of different 
masses transverse to the time-of-flight axis, and has been used to study the dissociation 
dynamics of the ethylene cation, C2H4

+ [2,3].  While this is a promising approach, it does have 
the disadvantage that the mass resolution and mass range, as well as the spatial resolution of 
individual images, are limited significantly by the combination of the detector size and the 
maximum speed of the nascent fragment ions, which determines the individual image sizes.  
A second technique, developed in the group of Y. T. Lee [4] and based on a radial cylindrical 
energy analyser, yields the speed distributions for ions of different masses, but no angular 
information.  This latter technique has, however, been used with great success in studying the 
dissociation dynamics of a wide range of organic species [5]. 

We propose a new method of multimass imaging in which the multimass modality is achieved 
by employing a programmable ultrafast frame-transfer CCD camera, clocked to the arrival 
times of the various masses, in the detection step.  Using our method, images for different 
masses are separated in time rather than in space, allowing the use of a completely standard 
velocity-map imaging setup with no additional fields required.  In principle, the method has 
the potential to offer essentially unlimited mass channels, mass range and spatial resolution.  
Our prototype camera is capable of recording up to 16 images per event at user-defined times 
with a time resolution of 5 ns and a spatial resolution of 64x64 pixels.  After each trigger 
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cycle, the stored images are transferred from the chip to a PC at standard data rates for 
processing and permanent storage.  After a brief description of the CCD chip architecture, we 
will present some of our proof of concept work on the technique and outline some of the 
potential applications for the new technology in the areas of both velocity-map imaging of gas 
phase samples and spatial map imaging of surfaces. 

[1] M.H. Kim, B.D. Leskiw, L. Shen, and A.G. Suits, Int. J. Mass Spectrom., 252, 73 (2006). 
[2] M.H. Kim, B. D. Leskiw, and A. G. Suits, J. Phys. Chem., 109(35), 7839 (2005). 
[3] M. H. Kim, B. D. Leskiw, L. Shen, and A. G. Suits, J. Phys. Chem. A, 111(31), 7473 
 (2007). 
[4]   S.T. Tsai, C K. Lin, Y.T. Lee, and C.K. Ni, Rev. Sci. Instrum., 72, 1963 (2001). 
[5] See for example: C. K. Ni and Y. T. Lee, Int. Rev. Phys. Chem., 23(2), 187 (2004) and 
 references therein. 
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               Molecular dynamics study of the photodesorption of CO ice 
 

 
Junko Takahashi  

Leiden Observatory, University of Leiden, NL 2300 RA Leiden 
and 

     Marc C. van Hemert 
      Leiden Institute of Chemistry, University of Leiden, NL 2300 RA Leiden 

 
 
We have used a molecular dynamics simulation to analyze the photodesorption process of CO 
ice in interstellar space. At the densities and temperatures found in star-forming regions all 
molecules other than H2 should stick on dust grains on timescales shorter than the cloud 
lifetimes. Yet gaseous CO is detected in these clouds. Thermal desorption is negligible and 
thus photodesorption has been suggested as a possible mechanism for formation of CO in the 
gasphase.1  
We have constructed a force field by performing ab initio coupled cluster calculations for the 
CO dimer on a large grid of orientations and intermolecular distances. We also have taken 
into consideration the intramolecular distance of the CO molecules. In order to be able to use 
the computed potential energy surface, consisting of some 15000 data points, various forms of 
fits have been tested. All fits were combinations of Lennard-Jones parameters with site point 
charges. It will be shown that the intramolecular distance dependence of the interaction can be 
well represented by the intramolecular distance dependence of the point charges only.  
For the dynamics calculations it is supposed that the photon energy is converted into ground 
state vibrational energy of a single, selected, CO molecule and that this conversion takes place 
on a time scale shorter than the molecular dynamics time step. We follow the evolution of the 
energy in a CO cluster consisting of a few hundred molecules. We repeat the dynamics for a 
number of excitation energies and selected molecules. We find that it takes quite some time 
before the initial vibrational energy is spread over the cluster and ultimately leads to 
desorption of a surface molecule.  
In the poster we will show cuts of the interaction potential, both in the ab initio and in the 
fitted form. We will also show time traces of various observables of the molecular dynamics 
runs. 
 
[1] K.I. Öberg, G.W. Fuchs, Z. Awad, H.J. Fraser, S. Schlemmer, E.F. van Dishoeck and  
      H. Linnartz, The Astrophysical Journal, 662:L23-26 (2007). 
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The role of the partner X in the enhanced UV-photochemistry 
of van der Waals clusters O2-X (�=CH3I, �3H6, C5H8, C6H12, ��) 

Konstantin V. Vidma, Dmitri A. Chestakov, David H. Parker 

Institute for Molecules and Materials, Radboud University Nijmegen, Toernooiveld 1, 6525 
ED Nijmegen, The Netherlands 

Alexey V. Baklanov, Georgii A. Bogdanchikov 

Institute of Chemical Kinetics and Combustion, Institutskaja Street 3, Novosibirsk 630090 
Russia 

and Novosibirsk State University, Pirogova St. 2, Novosibirsk 630090, Russia 

Introduction 
Small van der Waals clusters are the systems of intermediate level of complexity 

between the individual molecules and the condensed medium. Investigation and 
understanding of the mechanism of photochemical processes in such clusters is crucial for 
understanding of photochemical properties of molecules in the presence of environment and 
photochemical properties of condensed media. 

In the present study the UV photodissociation of van der Waals clusters O2-X has been 
investigated (O2 – is molecule of oxygen and X – is a molecule-partner). A number of 
different molecules such as CH3I, �3H6, C5H8, C6H12, �� were used as a molecule-partner. 

UV-photoabsorption and UV-photochemistry of oxygen molecules are known to be 
very strongly dependent on the presence of the environment. 

In the wavelength region of 200-300 nm the individual molecule of oxygen has a weak 
absorption band that is called Herzberg band. This band corresponds to the transitions to 
three excited states (Herzberg states of O2). All those transitions are optically forbidden and 
therefore the absorption cross-section in this region is very small (<2·10-23 cm2) [5]. 

But if molecule of oxygen have one or several partners nearby than the absorption in 
this region increases dramatically [6, 7]. This effect has been observed in many 
spectroscopic studies for O2 molecules solved in liquid, frozen in solid matrix and for O2 
molecules during collisions with other molecules in the gas phase. For some sort of partners 
or environment the increasing in absorption cross-section per molecule of O2 was observed 
to be of 6-7 orders of magnitude. 

The phenomenon of enhanced UV absorption of oxygen plays important role in the 
chemistry of upper atmosphere, because it provides the enhanced production of highly 
reactive O atoms that drive many photochemical processes in the atmosphere including the 
process of ozone formation. 

Despite of the great interest to the effect of enhanced UV absorption in O2 the 
mechanism of this phenomenon has not yet been totally understood. 

In the present study we used van der Waals clusters O2-X as a model system for 
investigation of the detailed mechanism of the enhanced absorption and subsequent 
photochemical processes. 

Experiment 
Clusters O2-X were prepared in the pulsed supersonic molecular beam. The number of 

different molecules X were used as partners of O2 (X= CH3I, �3H6, C5H8, C6H12, ��). 
Clusters were excited by the laser pulse with tunable wavelength (222-277 nm). The 
products arising in the photodissociation were detected with using of velocity map imaging 
technique [8] that provides the information about speed and angular distribution of recoil of 
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nascent photofragments. Most attention has been paid to the channel of formation of O 
atoms in ground 3P2 state.  Those atoms were selectively ionized by the second laser pulse 
with the wavelength 225.656 nm, that corresponds to (2+1) resonantly enhanced 
multiphoton ionization (REMPI) of O(3P2) atoms. 

Results and discussion 
For all clusters O2-X the dramatic enhancement in the yield of O atoms in comparison 

with  photodissociation of individual molecules of O2 has been observed: 

1. O2 + hv � O + O           very weak signal 

2. O2-X + hv � O + … >330 times stronger signal 

The enhanced signal of O atoms consisted of several different channels (FIG.1). Each 
channel corresponds to the specific speed and anisotropy of recoil of O atoms. All those 
channels are different from the channels arising in the photodissociation of individual 
molecules O2 and much stronger as well. The energy, anisotropy and wavelength 
dependency of those enhanced channels gave the valuable information about the 
mechanism of the enhanced absorption and the mechanism of subsequent fragmentation of 
clusters. 

Obtained results enable us to make a conclusion that the enhancement in the absorption 
in clusters O2-X in comparison with individual O2 occurs due to the influence of charge 
transfer state (CT state) of clusters O2-X. This state is characterized by transfer of electron 
from partner X to molecule O2. Enhanced absorption corresponds either to direct transitions 
to CT state, or to the transitions to the Herzberg states of oxygen, that become much more 
efficient due to the admixture of CT state. 

a) 

b) 

Fig. 1. These two velocity map images demonstrate the dramatic difference in the 
intensity, speed and angular distributions of oxygen atoms O(3P2) arising in the 
photodissociation of individual molecules O2 and clusters O2-CH3I. Excitation 
wavelength 225.656 nm. The arrow between the images indicate the direction of 
polarization of excitation laser. 

a) Image arising as a result of photoexcitation of individual molecules O2. 
b) Image arising as a result of photoexcitation of clusters O2-CH3I.  
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Properties of observed channels of formation of O atoms enabled the possibility to 
identify several new photochemical pathways following the enhanced absorption. Those 
pathways give rise particularly to the formation of such interesting products as superoxide 
anion O2

-, and different forms of singlet molecular oxygen O2(a 1�g) and O2(b 1�+
g). 
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 More than 90 percent of the chemical industry’s production processes employ 

catalysis.  The production of industrial catalysts constitutes a $10+ billion industry.1  It is, 

therefore, of great interest to understand the chemical processes that take place at the catalyst-

reactant interface.  In the Laboratoire de Chimie Physique Moleculaire (LCPM-EPFL), we 

have the necessary tools to address fundamental surface science questions experimentally.2, 3 

The detailed, state resolved data from our experiments enables stringent test of theoretical 

models.  With evolving models of catalytic systems, we gain a better understanding of the 

chemistry taking place during catalysis.  In favorable cases, theoretically modeled catalytic 

systems have been able to predict improvements to existing catalysts used in industrial 

process.4, 5 

 To date, the Born-Oppenheimer approximation is used in most theoretical approaches 

to model surface reactions, but may be an unreasonable assumption. In the experiments 

proposed here, we intend to study the validity of the Born-Oppenheimer approximation being 

applied to chemical processes occurring at metal surfaces.6 Specifically, we will use a beam 

of vibrationally excited molecular hydrogen impinging on an ultrathin palladium film 

deposited onto a semiconductor to detect electrical current generation upon the deexcitation of 

state-selected hydrogen on a palladium surface.  If electronic excitations in the metal occur 

during the interaction, electrons could travel ballistically through the metal film and cross the 

Schottky barrier (if they possess enough energy) to be detected as electrical current.    

 Recently, Luntz and coworkers have shown good qualitative agreement between 

vibrational deexcitation of H2 (D2)/Cu scattering experiments and reduced dimensionality 

quasiclassical nonadiabatic calculations.7 This work predicts the feasibility of our plan to 

experimentally detect nonadiabatic effects. 

231



 Two laser schemes will be employed in this experiment. Vibrational excitation will be 

performed by stimulated Raman pumping which will excite H2 molecules in the molecular 

beam to the v=1 state.  The fraction of vibrationally excited H2 in the beam will be probed by 

resonance enhanced multiphoton ionization (2+1 REMPI).  For our experiments, we have 

chosen to use H2 (v=0, J=1) or ortho-hydrogen as a starting point because J=1 is the rotational 

level with the highest population in the cold molecular beam due to nuclear spin statistics of 

hydrogen. 

  This research project is be a collaborative effort with Professor Hermann Nienhaus 

from Gerhard-Mercator-Universität Duisburg in Germany.  We intend to use Schottky diode 

surfaces that has been developed in his laboratory to detect electrical current produced upon 

the deexcitation of hot hydrogen on palladium.8,9,10  If we are able to detect electrical current 

while impinging vibrationally excited hydrogen on the metal film, it would demonstrate the 

existence of electronic excitations in the metal, see Figure 1. 

 

 

 

 

 

 

 

 

 

 

Figure 1:  Detection schematic of “hot electrons” with thin metal film-semiconductor diodes. An e-h 

pair is created upon chemical reaction, and excited electron can travel ballistically through the metal 

film, traverse the Schottky barrier (if it possesses energy in excess to the barrier) and be detected as 

electrical current.10 

 

 In regards to the breakdown of the Born-Oppenheimer approximation, some 

experimental work has been conducted.11 There exists indirect evidence that chemical 

dynamics and reaction rates at a metal surface may be influenced by electronically 
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nonadiabatic couplings of the metal to an impinging gas molecule.12,13 It is reasonable to 

believe that some systems will be electronically adiabatic, while others will not. 

 Based on the calculations of Luntz et al., we may expect a detectable current generated 

from the deexcitation of vibrationally “hot” hydrogen impinging on a palladium surface.  If in 

fact we do observe such a current for this system, it would constitute the first direct evidence 

for electronically nonadiabatic energy dissipation for H2, as well as, provide detailed 

experimental data for comparison to the highest-level theoretical calculations available.  This 

information will be useful in the construction of more accurate theoretical models of gas-

surface interactions.   
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